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Abstract

One of the most important and useful tools used in the study ofpartial differential

equations is the maximum principle. This principle is a natural extension to higher di-

mensions of an elementary fact of calculus: any function, which satisfies the inequality

f ′′ > 0 on an interval [a,b], achieves its maximum at one of the endpoints of the in-

terval. In this context, we say that the solution to the differential inequalityf ′′ > 0

satisfies a maximum principle. In this thesis we will discussthe maximum principles

for partial differential equations and their applications. More precisely, we will show

how one may employ the maximum principles to obtain information about uniqueness,

approximation, boundedness, convexity, symmetry or asymptotic behavior of solutions,

without any explicit knowledge of the solutions themselves. The thesis will be orga-

nized in two main parts. The purpose of the first part is to briefly introduce in Chapter

1 the terminology and the main tools to be used throughout this thesis. We will start

by introducing the second order linear differential operators of elliptic and parabolic

type. Then, we will develop the first and second maximum principles of E. Hopf for

elliptic equations, respectively the maximum principles of L. Nirenberg and A. Fried-

man for parabolic equations. Next, in the second part, namely in Chapter 2 and 3, we

will introduce variousP -functions, which are nothing else than appropriate functional

combinations of the solutions and their derivatives, and derive new maximum princi-

ples for such functionals. Moreover, we will show how to employ these new maximum

principles to get isoperimetric inequalities, symmetry results and convexity results in

the elliptic case (Chapter 2), respectively spatial and temporal asymptotic behavior of

solutions, in the parabolic case (Chapter 3).

Search TermsMaximum principles, isoperimetric inequalities, overdetermined prob-

lems, symmetry, convexity, time decay estimates, spatial decay estimates.
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Chapter 1: Maximum Principles

One of the most important and useful tools used in the study ofpartial differential

equations is the maximum principle. This principle is a natural extension to higher di-

mensions of an elementary fact of calculus: any function, which satisfies the inequality

f ′′ > 0 on an interval[a, b], achieves its maximum at one of the endpoints of the in-

terval, unless it is identically constant. In this context,we say that the solution to the

differential inequalityf ′′ > 0 satisfy a maximum principle. In the more general context

of the partial differential equations of elliptic and parabolic type, a similar idea applies

and the aim of this chapter is to present such extensions to some general classes of

second order elliptic and parabolic problems.

1.1 Second Order Linear Differential Operators

Let Ω be a non-empty open bounded set ofRN , N ≥ 2.

Definition 1.1. We say that the operatorL, defined as

Lu(x) := aij(x)u,ij + bi(x)u,i + c(x)u, u ∈ C2(Ω), x ∈ Ω, (1.1)

is a linear partial differential operator of order 2. In (1.1), the coefficients

a = (aij) : Ω → RN2

, b = (bi) : Ω → RN , c : Ω → RN , (1.2)

are given measurable functions. Moreover, without loss of generality, we may assume

thata = (aij) is a symmetric matrix, sinceu,ij = u,ji, so that we can writeaiju,ij =
1

2
(aij + aji)u,ij, if necessary. Finally, in(1.1) and throughout this thesis, we will make

use of the following notations

u,i :=
∂u

∂xi
, u,ij :=

∂2u

∂xi∂xj
, (1.3)

and summation from1 to N is understood on repeated indices. Using these notations

we have, for instance,

u,iju,iu,j =
N∑

i=1

N∑

j=1

∂2u

∂xi∂xj

∂u

∂xi

∂u

∂xj

. (1.4)

Definition 1.2. We say that the operatorL, defined in(1.1), is:
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(i) elliptic at x ∈ Ω, if there exists a numberλ(x) > 0 such that

aij(x)ξiξj ≥ λ(x) |ξ|2 , for all ξ ∈ RN ; (1.5)

(ii) elliptic in Ω, if L is elliptic at everyx ∈ Ω;

(iii) uniformly elliptic inΩ, if L is elliptic in Ω and there exists a constantλ0 > 0,

such thatλ(x) ≥ λ0, for all x ∈ Ω. The largest suchλ0 is calledthe uniform modulus

of ellipticity of L.

Now, letu(x, t) ∈ C2 (ΩT ), with ΩT := Ω× (0, T ] , whereT is a positive constant.

Let us define the second order partial differential operator

Lu(x,t) := αij(x,t)u,ij + βi(x,t)u,i + γ(x,t)u, (x, t) ∈ ΩT , (1.6)

where the coefficients

α = (αij) : ΩT → RN2

, β = (βi) : ΩT → RN , γ : ΩT → RN , (1.7)

are given measurable functions. As before, without any lossof generality, we assume

that the matrixα = (αij) is symmetric. Next, let us define the operator

£u(x, t) :=

(
L− ∂

∂t

)
u(x, t) = Lu(x, t)− u,t(x, t). (1.8)

Definition 1.3. We say that the operator£, defined in(1.8), is:

(i) parabolic at(x,t) ∈ ΩT , if there exists a numberµ(x,t) > 0 such that

αij(x,t)ξiξj ≥ µ(x,t) |ξ|2 , for all ξ ∈ RN ; (1.9)

(ii) parabolic inΩT , if £ is parabolic at every(x,t) ∈ ΩT ;

(iii) uniformly parabolic in ΩT , if £ is parabolic inΩT and there exists a constant

µ0 > 0 such thatµ(x,t) ≥ µ0, for all (x,t) ∈ ΩT . The largest suchµ0 is calledthe

uniform modulus of parabolicity of£.

Example 1.4.

(i) The Laplace operatorLu(x) :=∆u(x) is uniformly elliptic in eachΩ ⊆ RN ,

with uniform modulus of ellipticityλ0 = 1.

(ii) The heat operator£u(x, t) := ∆u − u,t is uniformly parabolicin eachΩT ⊆
RN × (0, T ] , with uniform modulus of parabolicityµ0 = 1.
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1.2 Maximum Principles for Elliptic Operators

In this section we consider the operatorL, defined in(1.1), with c(x) ≤ 0, for all

x ∈ Ω. Moreover, we assume that the coefficientsaij(x), bj(x) andc(x) are bounded

measurable functions andL is uniformly elliptic, with modulus of ellipticityλ0 > 0.

Definition 1.5. We say thatu ∈ C2(Ω) is:

(i) a sub-solution relative toL andΩ, if Lu(x) ≥ 0 in Ω;

(ii) a super-solution relative toL andΩ, if Lu(x) ≤ 0 in Ω;

(iii) a solution relative toL andΩ, if Lu(x) = 0 in Ω.

In most of the applications it is sufficient to apply the following weak form of the

maximum principle, known in the litterature as theweak maximum principle.

Theorem 1.6.

Letu ∈ C(Ω) ∩ C2(Ω) be a sub-solution relative toL andΩ.

(i) If c(x) ≡ 0, then

max
Ω

u(x) = max
∂Ω

u(x). (1.10)

(ii) If c(x) ≤ 0, then

max
Ω

u(x) ≤ max
∂Ω

u+(x), (1.11)

whereu+(x) = max {u(x), 0} .

Proof.

(i) For an arbitraryε > 0 and a constantα to be chosen later, we define

v(x) := u(x) + εeαx1 , for all x = (x1, ..., xN ) ∈ Ω, (1.12)

Then
Lv(x) = L (u(x) + εeαx1) = Lu(x) + εL (eαx1)

≥ αε {a11(x)α+ b1(x)} eαx1

≥ αε

(
λ0α− sup

Ω

|b1|
)
eαx1 > 0, for all x ∈ Ω,

(1.13)

if we choseα >
1

λ0
sup
Ω

|b1| . Therefore, with such a choice forα, we have

Lv(x) > 0, for all x ∈ Ω. (1.14)
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On the other hand, sincev ∈ C
(
Ω
)

andΩ is a compact set inRN , thenv takes its

maximum at some pointx0 ∈ Ω. In what follows we will show that, in fact,x0 /∈ Ω, so

thatx0 ∈ ∂Ω. To this end, we assume contrariwise thatx0 ∈ Ω. Then, at this point of

maximum we have

v,i(x0) = 0, i = 1, ..., N, (1.15)

and the hessian matrixH(x0) := (v,ij(x0)) ≤ 0 (that is,H(x0) is a negative semi-

definite matrix).

Now, sinceA(x0) = (aij(x0)) is symmetric and positive semi-definite, then there

exists an orthogonal matrixR = (rij), such that

RA(x0)R
t = diag (d1, ..., dN) , RRt = I. (1.16)

By the hypothesis of ellipticity, we also havedj ≥ 0, j = 1, ..., N. Let us denote

y = Rx and compute

v,i (x) = v,k (y)yk,i (x) = v,k (y) rki, (1.17)

v,ij (x) = v,kl (y) rkirlj. (1.18)

Then

a,ij(x0)v,ij(x0) = a,ij(x0)v,kl (y0) rkirlj = (RA (x0)R
t)kl vkl (y0)

=
N∑
j=1

djv,jj (y0) ,
(1.19)

so that

Lv(x0) = djv,jj (y0) + bj (x0) v,j (x0) ≤ 0, (1.20)

contradicting thus(1.14). Therefore,v(x) takes its maximum on∂Ω, so

max
Ω

v(x) = max
∂Ω

v(x). (1.21)

Lettingε → 0, we obtain

max
Ω

u(x) = max
∂Ω

u(x), (1.22)

and the proof of (i) is thus achieved.

(ii) Let

Ω+ := {x ∈ Ω : u(x) > 0} . (1.23)
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Clearly,Ω+ is an open set (sinceu(x) is continuous). We will analyze separately the

following two possible cases:

1)Ω+ = ∅ : In this casemax
Ω

u(x) ≤ 0 and the theorem is true.

2)Ω+ 6= ∅ : In this case, we define a new operatorL̃, as follows

L̃u := Lu− cu. (1.24)

SinceL is uniformly elliptic in Ω, thenL̃ is also uniformly elliptic inΩ. Moreover,

L̃u ≥ 0, in Ω+. Using now (i), we obtain

max
Ω+

u(x) = max
∂Ω+

u(x). (1.25)

Therefore, there exists a pointx0 ∈ ∂Ω+ such that

u(x0) = max
Ω+

u(x) > 0. (1.26)

Fig. 1.1: The weak maximum principle

If x0 ∈ Ω (see Fig. 1.1) we get a contradiction. Indeed, ifx0 ∈ Ω, the continuity ofu

implies thatu(x) > 0 in B(x0, ρ), for a ρ > 0. On the other hand,B(x0, ρ) contains

points inΩ�Ω+, becausex0 ∈ ∂Ω+, andu(x) ≤ 0 at such points. Therefore,x0 ∈ ∂Ω

and the proof is thus achieved.�

Remark 1.7.
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(i) If u ∈ C(Ω)∩C2(Ω) is a super-solution relative toL andΩ, then−u ∈ C(Ω)∩
C2(Ω) is a sub-solution relative toL andΩ. Applying Theorem 1.6 (ii) to−u, we obtain

max
Ω

(−u(x)) ≤ max
∂Ω

(−u(x))+ , (1.27)

where

(−u)+ (x) = max {−u(x), 0} = −min {u(x), 0} =: −u−(x). (1.28)

Therefore

max
Ω

(−u(x)) ≤ max
∂Ω

(−u−(x)), (1.29)

which is equivalent to

min
Ω

u(x) ≥ min
∂Ω

u−(x). (1.30)

(ii) If u ∈ C(Ω) ∩ C2(Ω) is a solution relative toL andΩ, then

min
∂Ω

u−(x) ≤ u(x) ≤ max
∂Ω

u+(x), for all x ∈ Ω. (1.31)

(iii) The Dirichlet problem forL in a bounded domainΩ consists in findingu ∈
C(Ω) ∩ C2(Ω) such that 




Lu(x) = f(x) in Ω,

u(x) = g(x) on∂Ω.
(1.32)

wheref andg are given functions. This problem can have at most one solution. Indeed,

if we apply the weak maximum principle to the differenceu := u1 − u2 (where we

assume thatu1, u2 are two possible solution), then we obtain thatu(x) ≡ 0, in Ω.

Despite the fact that the use of the weak maximum principle issufficient in some

applications, sometimes it is necessary to have a stronger form, which eliminates the

possibility of having a non-trivial maximum in an interior point of the domain. In what

follows we will obtain such a stronger result making use of aboundary point lemma,

obtained by E. Hopf [12], which is equally useful in some applications.
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Lemma 1.8. (Hopf’s lemma for balls)

Assume thatB ⊂ Ω is a ball andu ∈ C1(B) ∩ C2(B) is a sub-solution relative to

L andB. Assume also that there exists a pointp ∈ ∂B such that

u(x) < u(p), for all x ∈ B, (1.33)

with u(p) ≥ 0, if c(x) 6= 0. Then,

∂u

∂m
(p) > 0, (1.34)

whenever this directional derivative exists. In (1.34),m is an outward unit vector atp

(m · n > 0 and |m| = 1, wheren denotes the outward unit normal atp ∈ ∂B).

Proof.

As in Fig. 1.2., let us define

B := B(q, ρ), (1.35)

A := B(q, ρ)�B(q,
1

2
ρ), (1.36)

and

M := u(p) = sup
B

u(x). (1.37)

Next, we define onA the following function

v(x) := δ
(
e−αr2 − e−αρ2

)
, r := |x− q| , (1.38)

whereδ andα are two positive constants to be chosen later. We thus noticethat v ∈
C2(A) and

v(p) = 0, (1.39)

∂v

∂m
(p) = (m · n)dv

dr

∣∣∣∣
r=ρ

< 0. (1.40)

On the other hand, with

(
e−αr2

)
,i
= e−αr2(−α)2(xi − qi), (1.41)

(
e−αr2

)
,ij

= e−αr2
{
4α2(xi − qi)(xj − qj)− 2αδij

}
, (1.42)
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Fig. 1.2: Hopf’s lemma for balls

we obtain

1

δ
Lv(x) = e−αr2 {4α2aij(x)(xi − qi)(xj − qj)− 2αajj(x)

−2αbj(x)(xj − qj)}+ c(x)
{
e−αr2 − e−αρ2

}
.

(1.43)

SinceL is uniformly elliptic inΩ, with modulus of ellipticityλ0, we have

1

δ
Lv(x) ≥ e−αr2

{
4α2λ0r

2 − 2αsup
A

(|ajj|+ |b| ρ)− sup
A

|c|
}

> 0, for all x ∈ A,

(1.44)

if we chooseα sufficiently large, becauser2 ≥
(
1

2
ρ

)2

. Let’s fix such a value ofα and

define

w(x) := u(x) + v(x), for all x ∈ A. (1.45)

Then

Lw(x) = Lu(x) + Lv(x) > 0, for all x ∈ A, (1.46)

16



so that the weak maximum principle implies

max
A

w = max
∂A

w. (1.47)

Next, we will analyze the following two cases:

1) r = ρ : In this case, we haveu(x) ≤ M andv(x) = 0. Therefore,u(x)+ v(x) ≤
M, with equality atx = p.

2) r =
1

2
ρ : In this case, we haveu(x) < M , by (1.33). If we denote byM − β

the maximum ofu(x) for r =
1

2
ρ (since the supremum of a continuous function on a

compact set is always attained), thenβ > 0. On the other hand, choosingδ = β, we

havev(x) < β. Therefore,u+ v < M in this case.

In conclusion,

max
A

(u+ v) (x) = max
∂A

(u+ v) (x) = M. (1.48)

Finally, for 0 < t <
1

2
ρ and for an unit outward vectorm, we have

w(p)− w(p− tm)

t
=

M − w(p− tm)

t
≥ 0, (1.49)

by (1.39) and(1.49). Therefore,

lim inf
tց0

u(p)− u(p− tm)

t
= lim inf

tց0

{
w(p)− w(p− tm)

t
−−v(p)− v(p− tm)

t

}

≥ lim inf
tց0

−v(p) + v(p− tm)

t

= − ∂v

∂m
(p) > 0,

(1.50)

by (1.18), and the proof is thus achieved.�

The above Hopf’s lemma is the main tool in the proof of the followingstrong max-

imum principle, also known in the literature asHopf’s first maximum principle:

Theorem 1.9. (E. Hopf [11], 1927)

Assume thatΩ is connected (possibly unbounded!) andu ∈ C(Ω) ∩ C2(Ω) is a

sub-solution relative toL andΩ. Assume also thatsup
Ω

u(x) ≥ 0, if c(x) 6= 0. If the

supremum ofu(x) is attained at some interior point ofΩ, thenu(x) ≡ const. inΩ.

17



Proof.

Let M :=sup
Ω

u(x) and assume that the supremum is attained atx1 ∈ Ω. Let us

define

F := {x ∈ Ω : u(x) = M} , (1.51)

G := {x ∈ Ω : u(x) < M} . (1.52)

Then, clearlyF is closed (becauseu(x) is continuous) and non-empty (becausex1 ∈
F ), andG is open (becauseu(x) is continuous). We will analyse the following two

possible cases:

1)G = ∅ : In this case, the theorem is true.

2) G 6= ∅ : In this case,G contains at least one point, let’s sayx0 ∈ G. Using

Theorem 1.6 we will show that this is impossible.

First of all, sinceΩ ⊂ RN is a domain (open and connected set), then G is connected

by arcs. Therefore, there exists a continuous arc

γ := {ξ(t) : 0 ≤ t ≤ 1} ⊂ Ω, ξ(0) = x0, ξ(1) = x1, (1.53)

as in Fig. 1.3. Here,ξ ∈ C([0, 1] ,Rn), soγ is compact. IfΩ has a boundary, then

dist(γ, ∂Ω) > 0, (1.54)

since∂Ω is closed inRN and∂Ω ∩ γ = ∅.

Fig. 1.3: Hopf’s first maximum principle
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Let x2 be the first point ofγ, in F , while the curveγ is traversed fromx0 to x1, the

point whereu(x) attains its maximumM . Possiblyx2 = x1. Let q be a point ofγ

located betweenx0 andx2, such that|q− x2| < dist(γ, ∂Ω), if Ω has a boundary. We

consider the ballB := B(q, ρ), with ρ := dist(q, F ). Then

ρ ≤ |q− x2| < dist(γ, ∂Ω), (1.55)

soB ⊂ Ω. Also, by construction,B ⊂ G. SinceF is closed, then there exists a point

p ∈ F ∩ ∂B (possiblyp = x2). Applying now Hopf’s lemma, we have

∂u

∂n
(p) = n · (∇u)(p) > 0. (1.56)

On the other hand, sincep ∈ F, thenp is an interior point of maximum foru ∈
C1(Ω). Therefore,∇u(p) = 0, so that we get a contradiction and the proof of the

theorem is thus achieved.�

To stateHopf’s lemma, also known in the literature asHopf’s second maximum

principle, we need the following definition:

Definition 1.10. A setΩ has the interior ball property at some pointp ∈ ∂Ω, if

there exists a ballB0 ⊂ Ω such thatp ∈ ∂B0 (see Fig. 1.4).

Theorem 1.11. (E. Hopf [12], 1952)

Assume thatu ∈ C1(Ω)∩C2(Ω) is a sub-solution relative toL andΩ. Assume also

that there exists a pointp ∈ ∂Ω, such that

u(x) ≤ u(p), for all x ∈ Ω, (1.57)

with u(p) ≥ 0, if c(x) 6= 0, andΩ has the interior ball property atp. Let m an unit

outward vector atp. Then, either

∂u

∂m
(p) > 0, (1.58)

whenever this directional derivative exists,or u(x) ≡ const. inΩ.

Proof.

19



Fig. 1.4: Hopf’s lemma

Let B0 be the ball inΩ such thatp ∈ ∂Ω, x0 is the center of the ballB0 and

ρ0 := |p− x0| is the radius of the ball, that isB0 = B(x0, ρ0). Let us consider another

ball, smaller thanB0 and located insideB0, defined as

B := B(q,
1

2
ρ0), with q :=

1

2
(p+ x0). (1.59)

SinceB ⊂ B0 ∪ {p} , we haveB ⊂ Ω ∪ {p} , sou ∈ C(B). If u(x) < u(p), for all

x ∈ B, Hopf’s lemma for balls implies(1.58). If u(x1) = u(p) for a x1 ∈ B, then

u(x1) = sup
Ω
u(x) and the strong maximum principles implies thatu(x) ≡ const. in Ω.

The proof is thus achieved.�

1.3 Maximum Principles for Parabolic Operators

In this section we will consider the operator£ defined in(1.8), with γ(x, t) ≤ 0 in

ΩT . We also assume that the coefficientsαij(x, t), βj(x, t) andγ(x, t) are bounded mea-

surable functions and£ is an uniformly parabolic operator, with constant of parabolicity

µ0 > 0. Moreover, let us denote byΓT := ΩT�ΩT theparabolic boundary ofΩT .

Definition 1.12.We say thatu ∈ C2(ΩT ) is:
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(i) a sub-solution relative to£ andΩT , if £u(x, t) ≥ 0 in ΩT ;

(ii) a super-solution relative to£ andΩT , if £u(x, t) ≤ 0 in ΩT ;

(iii) a solution relative to£ andΩT , if £u(x, t) = 0 in ΩT .

Similarly to the elliptic case, in some applications it is sufficient to use the following

weak form of the maximum principle. This result is known in the literature asthe weak

maximum principefor parabolic operators.

Theorem 1.13.

Letu ∈ C(ΩT ) ∩ C2
1(ΩT ) a sub-solution relative to£ andΩT .

(i) If γ(x, t) ≡ 0 in ΩT , then

max
ΩT

u(x, t) = max
ΓT

u(x, t). (1.60)

(ii) If γ(x, t) ≤ 0 in ΩT , then

max
ΩT

u(x, t) = max
ΓT

u+(x, t), (1.61)

with u+(x, t) := max {u(x, t), 0} .

Proof

(i) Let ε > 0 be an arbitrary constant. We define the following function

v(x, t) := u(x, t) + εt, for all (x, t) ∈ ΩT , (1.62)

Then

£v(x, t) = £u(x, t) + ε > 0, for all (x, t) ∈ ΩT . (1.63)

We assume that the maximum ofv(x, t) onΩT is attained at some point(x0, t0) ∈
ΩT . We will show that this fact leads us to a contradiction, so that, in fact, the maximum

of v(x, t) is attained onΓT . We analyse the following two possible cases:

1) t0 ∈ (0, T ) : In this case,(x0, t0) ∈ ΩT is an interior point of maximum. There-

fore,

v,t(x0, t0) = 0. (1.64)

On the other hand, if we proceed exactly as in the proof of Theorem 1.6, then we can

show thatLv(x0, t0) ≤ 0, so

£v(x0, t0) = Lv(x0, t0)− v,t(x0, t0) ≤ 0, (1.65)
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which contradicts(1.63).

2) t0 = T : In this case, as the maximum ofv(x, t) overΩT is attained at(x0, t0)

then

v,t (x0, t0) ≥ 0. (1.66)

On the other hand, the inequalityLv(x0, t0) ≤ 0 remains true in this case. Therefore,

we obtain a contradiction as in the previous case.

In conclusion

max
ΩT

v(x, t) = max
ΓT

v(x, t). (1.67)

Lettingε → 0, we obtain

max
ΩT

u(x, t) = max
ΓT

u(x, t), (1.68)

which achieves the proof of (i).

(ii) Assume that the positive maximum ofu(x, t) overΩT is attained at some point

in ΩT . Then the functionv(x, t), defined in(1.62), also attains a positive maximum at

some point inΩT , let’s say(x0, t0) , if ε > 0 is sufficiently small. Sincev(x0, t0) > 0

andγ(x0, t0) ≥ 0, then

£v(x0, t0) ≥ 0 (1.69)

which contradicts(1.63). In conclusion,

max
ΩT

u(x, t) = max
ΓT

u+(x, t), (1.70)

and this achieves the proof of the theorem.�

To prove a strong maximum principle we need a result known in the literature as

Harnack’s inequality, which states that ifu(x, t) is a non-negative solution relative to

£ andΩT , then the maximum ofu(x, t) at an interior point of a region can be estimated

by its minimum in the same region, but at a later time.

Theorem 1.14. (Harnack’s inequality)

Letu ∈ C2
1 (ΩT ) be a solution relative to£ andΩT , u ≥ 0 in ΩT , and letU ⊂⊂ Ω

be a connected set. Then, for all0 < t1 < t2 ≤ T , there exists a constantC such that

sup
U

u (·, t1) ≤ Cinf
U
u(·, t2). (1.71)
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The constantC depends only onU , t1, t2 and the coefficients ofL.

Proof. See L.C. Evans [6], pp. 370-375.�

Harnack’s inequality is the main tool in the proof of the strong maximum principle

which, as in the elliptic case, eliminates the possibility of having a point of non-trivial

maximum at an interior point ofΩT . This result is known in the literature as theNiren-

berg’s maximum principle:

Theorem 1.18. (L. Nirenberg [14], 1953)

Assume thatΩ is connected andu ∈ C2
1 (ΩT )∩C

(
ΩT

)
is a sub-solution relative to

£ andΩT .

(i) If γ(x) ≡ 0 in ΩT and u attains its maximum at a point(x0, t0) ∈ ΩT , then

u ≡ const. in Ωt0 .

(i) If γ(x) ≤ 0 in ΩT and u attains its non-negative maximum at some point

(x0, t0) ∈ ΩT , thenu ≡ const. in Ωt0 .

Proof.

(i) Assume thatu attains its maximum at some point(x0, t0) ∈ ΩT . We consider an

open setU ⊂⊂ Ω, with x0 ∈ U . Let v be the solution of:





£v (x, t) = 0, for all (x, t) ∈ UT ,

v (x, t) = u (x, t) , for all (x, t) ∈ ∆T ,

(1.72)

where∆T := UT − UT denotes the parabolic boundary ofUT (see L.C. Evans [6] for

the existence of the solution). Then, the weak maximum principle implies the following

inequality

u (x, t) ≤ v (x, t) , for all (x, t) ∈ UT . (1.73)

As u ≤ v ≤ M , with M := max
ΩT

u (x, t), we deduce thatv (x0, t0) = M.

Next, we denote

w (x, t) := M − v (x, t) , for all (x, t) ∈ UT . (1.74)

Sinceγ (x, t) ≡ 0, then we have

£w (x, t) = Lw (x, t)− wt (x, t) = 0, w (x, t) ≥ 0, for all (x, t) ∈ UT . (1.75)
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We choseV ⊂⊂ U, with x0 ∈ V, V connected. Let0 < t < t0. Then, Harnack’s

inequality implies

max
V

w (·, t) ≤ Cinf
V
w(·, t0). (1.76)

But

inf
V
w(·, t0) ≤ w(x0, t0) = 0. (1.77)

Sincew(x, t) ≥ 0 for all (x, t) ∈ UT , then

w (x, t) ≡ 0, for all (x, t) ∈ Vt0 . (1.78)

But this is true for any setV chosen as above. Therefore,

w (x, t) ≡ 0, for all (x, t) ∈ Ut0 , (1.79)

which is equivalent to

v (x, t) ≡ M, for all (x, t) ∈ Ut0 . (1.80)

On the other hand, sincev (x, t) = u (x, t), for all (x, t) ∈ ∆T , we obtain

u (x, t) ≡ M, for all (x, t) ∈ ∂U × [0, t0] . (1.81)

But this conclusion is true for any setU chosen as above. Therefore,

u (x, t) ≡ M, for all (x, t) ∈ Ut0 . (1.82)

(ii) Let M := sup
ΩT

u(x, t). Assume thatM ≥ 0 andu(x, t) attains this maximum at

(x0, t0) ∈ ΩT . We will analyse the following two possible cases:

1) If M = 0 : In this case, we obtain as before

£w (x, t) = 0, w (x, t) ≥ 0, for all (x, t) ∈ UT . (1.83)

2) If M > 0 : In this case, we consider as before a setU ⊂⊂ Ω, with x0 ∈ U. Let

v (x, t) the solution to the problem





Kv (x, t)− v,t = 0, for all (x, t) ∈ UT ,

v (x, t) = u+ (x, t) , for all (x, t) ∈ ∆T ,

(1.84)
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where∆T := UT − UT denotes the parabolic boundary ofUT and

Kv := Lv − γv. (1.85)

We note that0 ≤ v ≤ M . Since

Ku (x, t)− ut (x, t) = −γu (x, t) ≤ 0, for all (x, t) ∈ U+
T , (1.86)

whereU+
T := {(x, t) : u(x, t) ≥ 0}, the weak maximum principle implies

u ≤ v. (1.87)

The same approach as in (i) gives

v(x0, t0) = M. (1.88)

Now, we denote

w (x, t) := M − v (x, t) , for all (x, t) ∈ ΩT . (1.89)

Since the operatorK doesn’t have zero order terms, then we have

Kw (x, t)− w,t (x, t) = 0, w (x, t) ≥ 0, for all (x, t) ∈ UT . (1.90)

Next, letV ⊂⊂ U, with x0 ∈ V, V connected, and0 < t < t0. Harnack’s inequality

then implies

v (x, t) ≡ u+ (x, t) ≡ M, for all ∂U × [0, t0] . (1.91)

SinceM > 0, we deduce that

u (x, t) ≡ M, for all (x, t) ∈ ∂V × [0, t0] . (1.92)

But this conclusion is true for any setU given as above. Therefore,

u (x, t) ≡ M, for all (x, t) ∈ Ut0 , (1.93)

and the proof of the theorem is thus achieved.�

In what follows, we will formulate the counterpart in the parabolic case of the

Hopf’s second maximum principle, known in the literature asFriedman’s maximum

principle.
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Theorem 1.19. (A. Friedman [9], 1958)

Assume thatu ∈ C1(ΩT )∩C2
1(ΩT ) is a sub-solution relative to£ andΩT . Assume

also that there exists a pointp := (x0, t0) ∈ ΓT such that

u(x, t) ≤ u(x0, t0) =: M, for all (x, t) ∈ ΩT , (1.94)

with u(x0, t0) ≥ 0, if γ(x, t) 6= 0. Moreover, assume thatΩ has the interior ball

property at x0. Letm be an unit outward vector toΩt0 at (x0, t0) . Then, either

∂u

∂m
(x0, t0) > 0, (1.95)

whenever this directional derivative exists,or u(x, t) ≡ const. inΩT .

Fig. 1.5: Friedman’s maximum principle

Proof.
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As in Fig. 1.5, letB be a ball of center(x1, t0) and radius

ρ = |x1 − x0| , (1.96)

which is tangent toΩT at (x0, t0). We will build a ballB1 centered at(x0, t0) and of

radius smaller thanρ. Let us denote

S ′ = ∂B1 ∩Bt0 , (1.97)

S ′′ = ∂B ∩B1 ∩ Ωt0 , (1.98)

and note that the surfacesS ′, S ′′ and{(x, t) ∈ ΩT : t = t0} form the boundary of a

regionD. Choosing the diskB to be small enough, if necessary, we can makeu < M

onS ′′� {p}.

Sinceu < M onS ′, then we can establish the following three facts:

(i) u < M onS ′′� {p} ,

(ii) u = M at (x0, t0) ,

(iii) there existsη sufficiently small such thatu ≤ M − η onS ′.

Let us now define onD the following function

v(x) := e−αr2 − e−αρ2 , r := |(x, t)− (x1, t0)| , (1.99)

where the positive constantα will be chosen later. We thus note thatv ∈ C2(D) and

v(p) = 0, (1.100)

∂v

∂m
(p) = (m · n)dv

dr

∣∣∣∣
r=ρ

< 0. (1.101)

Making the computations as in the proof of Lemma 1.8, we obtain

Lv(x) ≥ e−αr2
{
4α2µ0r

2 − 2αsup
D

(|ajj|+ |bj | ρ) + (t− t0)

}
. (1.102)

Therefore,

Lv(x) > 0, onD ∪ ∂D, (1.103)

if we chooseα to be sufficiently large. Let us now fix such a value ofα and define

w(x) := u(x) + εv(x), for all (x, t) ∈ D. (1.104)
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Then

Lw(x) = Lu(x) + εLv(x) > 0, for all (x, t) ∈ D. (1.105)

On the other hand, by (iii) we can choseε sufficiently small such that

w < M onS ′. (1.106)

Since

v = 0 on∂B, (1.107)

we obtain, using (i), that

w < M onS ′′� {p} (1.108)

and

w(p) = M. (1.109)

Now, we restrict our attention to the regionD and we apply the weak maximum princi-

ple to conclude that the maximum ofw onD is attained at one single pointp. Therefore

∂w

∂m
(p) =

∂u

∂m
(p) + ε

∂v

∂m
(p) ≥ 0. (1.110)

One the other hand,

∂v

∂m
(p) = m · n∂v

∂r
= −2m · nαρe−αρ2 < 0. (1.111)

Therefore, we deduce that
∂u

∂m
(p) > 0, (1.112)

and the proof of the theorem is achieved.�

Remark 1.20.

The material in this chapter was inspired from the books of L.E. Frankel [8], L.C.

Evans [6] and M.H. Protter-H.F. Weinberger [17]. We refer the reader to these books

for more detail on this topic and extension of these results to more general nonlinear

operators.
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Chapter 2: Applications to the Elliptic Case

In the following two chapters we will develop some maximum principles for some

appropriate functionals involving the solution of some problems and their derivatives.

Such functionals are usually called in the literature asP -functions, due to L.E. Payne,

who had a lot of contributions in this direction in the ’70s (please see the book of R.

Sperb [20] on this topic and the references therein).

For the sake of simplicity, we will start this chapter with a standard problem, to

better understand the main ideas.

2.1 A Standard Problem: The Torsion Problem

LetΩ ⊆ RN be a bounded domain, with∂Ω ∈ C2,ε andu ∈ C3(Ω) ∩C2(Ω) be the

solution of thetorsion problem:





∆u = −1 in Ω,

u = 0 on ∂Ω.
(2.1)

From Hopf’s maximum principles, we immediately notice thatu > 0 in Ω and ∂u
∂n

=

−|∇u| < 0 on ∂Ω. However, our goal here is to rather build some new maximum

principles forP -functions and use these new maximum principles to get interesting

results in applications.

2.1.1 P -functions with maximum on ∂Ω. Let us first consider the following

P -function

P (1) := |∇u|2 + 2

N
u. (2.2)

If we differentiate successively(2.2), we get

P,
(1)
k = 2u,ik u,i+

2

N
u,k , (2.3)

∆P (1) = 2u,ik u,ik +2(∆u),i u,i+
2
N
∆u

= 2u,ik u,ik − 2
N
.

(2.4)

On the other hand, making use of Cauchy-Schwarz inequality,we have

u,ik u,ik ≥ u,iiu,ii ≥
1

N
(∆u)2 =

1

N
. (2.5)
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Inserting now(2.5) into (2.4), we get

∆P (1) ≥ 0 in Ω. (2.6)

Hopf’s first maximum principle then implies:

Theorem 2.1.

P (1) takes its maximum on∂Ω, unless it is identically constant.

Next, we apply this result to solve an overdetermined problem. More precisely, we

have:

Theorem 2.2.

If a solution to problem(2.1) also satisfies|∇u| = c on ∂Ω, thenΩ is a ball of

radiusNc, and

u =
N2c2 − r2

2N
. (2.7)

Proof. For the proof, let us first notice thatP (1) ≡ c2 on∂Ω, so either

P (1) < c2 in Ω, (2.8)

or

P (1) ≡ c2 in Ω. (2.9)

We will show that(2.8) cannot holds. To this end, we first note that

∆(r
∂u

∂r
) = r

∂

∂r
(∆u) + 2∆u = −2. (2.10)

Next, we make use of Green’s theorem, to compute

∫
Ω

[2u− r ∂u
∂r
]dx =

∫
Ω

[−u ∆(r ∂u
∂r
) + r ∂u

∂r
∆u]dx

=
∫
∂Ω

[−u ∂
∂n
(r ∂u

∂r
) + r ∂u

∂r
∂u
∂n
]ds

=
∫
∂Ω

r ∂r
∂n
( ∂u
∂n
)2ds

= c2
∫
∂Ω

r ∂r
∂n
ds = Nc2V,

(2.11)
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whereV = |Ω| denotes the volume ofΩ. Using again Green’s theorem, we have

∫

Ω

r
∂r

∂r
dx =

∫

Ω

∇(
r2

2
)∇udx = −N

∫

Ω

udx. (2.12)

Therefore,

(N + 2)

∫

Ω

udx = Nc2V. (2.13)

Now, if we assume that(2.8) holds, then

∫

Ω

P (1)dx <

∫

Ω

c2dx = c2V. (2.14)

But ∫

Ω

P (1)dx =

∫

Ω

(|∇u|2 + 2

N
u)dx = (1 +

N

2
)

∫

Ω

udx =
N

2
c2V, (2.15)

where(2.13) was used to get the last identity. Comparing now(2.14) and(2.15), one

can easily notice that we get a contradiction. In conclusion,

P (1) = |∇u|2 + 2

N
u ≡ c2 in Ω. (2.16)

Therefore

∆P (1) = 0 in Ω, (2.17)

so the equality must hold in inequality (2.5), that isuij = −δij/N , so

u =
1

2N
(A− r2), (2.18)

whereA is a constant. Finally, sinceu = 0 and|∇u|2 = c2 on∂Ω, we obtain thatΩ is

a ball of radiusA1/2 = Nc. The proof is thus achieved.�

Remark 2.3.

i) The above proof was given by H.F. Weinberger [21] but thereare few other nice

methods to get similar results: moving plane method (see J. Serrin [19], shape opti-

mization technique (see M. Choulli and A. Henrot [3]), Newton inequalities (see B.

Brandolini, C. Nitsch, P. Salani and C. Trombetti [2]) etc.

ii) The method of H.F. Weinberger was used by N. Garofalo and J. Lewis in [10] for

a larger class of overdetermined problems.

iii) For another alternative method to get the result from (2.16) we refer the reader
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to a paper of A. Farina and B. Kawohl [7].

Next, let us consider the followingP -function:

P (2) := x · ∇u− 2u = xiu,i −2u. (2.19)

If we differentiate successively(2.19), we get

P,
(2)
k = δik + xiu,ik −2u,k = xiu,ik −u,k , (2.20)

∆P (2) = δiku,ik +xi(∆u)i −∆u = ∆u−∆u = 0. (2.21)

Therefore, Hopf’s first maximum principle implies:

Theorem 2.4.

P (2) takes its maximum and minimum on∂Ω, unless it is constant.

Next, we give a application of this result to some overdetermined problem.

Theorem 2.5.

If the solution of(2.1) also satisfies

x · ∇u ≡ c=const. on∂Ω, (2.22)

thenΩ is the interior of an ellipsoid.

For the proof of Theorem 2.5 we will make use of the following result:

Theorem 2.6.

Let u be the solution of problem(2.1), with the originO ∈ Ω. Suppose that there

existλ ∈ (0, 1), such that

Ωλ := {λx ∈ RN : x ∈ Ω} ⊂ Ω, (2.23)

andα > 0, such that

u(x) = α on∂Ωλ. (2.24)

ThenΩ must be the interior of an ellipsoid.

Remark 2.7.

i) If Ω is starshaped with respect to the origin, then (2.23) is satisfied for allλ ∈
(0, 1).
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ii) If we chooseλ > 0 sufficiently small, then(2.23) holds for any domainΩ .

iii) Theorem 1.5 and 1.6 still hold if in problem(2.1) we replace the Laplacian with

a general fully nonlinear elliptic operatorF (D2u) (see C. Enache-S. Sakaguchi [5]).

Proof of Theorem 2.6.Let us introduce the following functions

v1(x) = u(x)− α, v2(x) = λ2u(λ−1x). (2.25)

Then, clearlyv1 andv2 are solutions to the following problem





∆v = −1 in Ωλ,

v = 0 on∂Ωλ.
(2.26)

Therefore, by the uniqueness theorem, we have

v1(x) = v2(x), for all x ∈ Ωλ. (2.27)

Differentiating twice(2.27), with respect toxi andxj , we obtain

u,ij (x) = u,ij (λ
−1x), for all x ∈ Ωλ. (2.28)

On the other hand, sinceΩλ ⊂ Ω, we have

x ∈ Ωλ, for all x ∈ Ωλ, n ∈ N. (2.29)

Therefore,

u,ij (x) = u,ij (λ
nx), for all x ∈ Ωλ, n ∈ N. (2.30)

Now, if we letn −→ ∞ in (2.30), we obtain

u,ij (x) = u,ij (0), for all x ∈ Ωλ, (2.31)

which means thatu(x) must be a quadratic function inΩλ. Sinceu(x) = α on ∂Ωλ,

then it follows thatΩλ must be the interior of an ellipsoid and the proof is thus achieved.

�

Proof of Theorem 2.5.We first notice that

P (2) = x · ∇u− 2u ≡ c on∂Ω. (2.32)
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Therefore,(2.21) and Hopf’s first maximum principle implies that

P (2) ≡ c onΩ. (2.33)

Now, let us define

U(x) := u(x)−min
Ω

u. (2.34)

We then have

xk · U,k −2U = 0 in Ω, (2.35)

soU is homogeneous of degree2 in Ω. Therefore, the level sets ofU (so, also the level

sets ofu) are homothetic withΩ. Theorem 2.6 then implies thatΩ is the interior of an

ellipsoid.�

2.1.2 P -functions with minimum on ∂Ω. Assume thatΩ ⊆ R2. Let us intro-

duce the followingP -function

P (3) :=

∣∣∣∣∣∣∣

u,11 u,12 u,1

u,21 u,22 u,2

u,1 u,2 2u

∣∣∣∣∣∣∣
= u,ij u,i u,j −|∇u|2∆u+ u[(∆u)2 − u,ij u,ij ]. (2.36)

Differentiating successively(2.36), we obtain

P,
(3)
k = u,ijk u,i u,j −2u.u,ijk .u,ij , (2.37)

∆P (3) = ∆u,ij u,i u,j +2u,ijk .u,ik u,j −2u,k u,ijk .u,j −2u∆u,ij u,j −2u,ijk u,ijk

= −2uu,ijk u,ijk ≤ 0.
(2.38)

Therefore, Hopf’s first maximum principle implies:

Theorem 2.8.

P (3) takes its minimum on∂Ω, unless it is identically constant.

As an application of this result we have the following convexity result, due to L.

Makar-Limanov [13]:

Theorem 2.9.

If u is the solution of problem(2.1), with Ω ⊆ R2 convex, thenv =
√
u is strictly

concave inΩ.

For the proof we make use of of the following:
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Lemma 2.10.

LetΩ ⊆ R2 be convex bounded domain andw ∈ C2(Ω) be strictly super harmonic

function, i.e∆w < 0 in Ω. Thenw is strictly concave inΩ if and only if det(D2u) > 0.

Proof of Theorem 2.9. Sincev =
√
u, thenu = v2 and we get successively, by

differentiation, the following relations

v,i =
1

2
u−1/2u,i (2.39)

v,ij =
1

2
u−1/2u,ij −

1

4
u−3/2u,i u,j . (2.40)

Therefore

∆v = −1

v
(|∇v|2 + 1

2
) < 0. (2.41)

Also, since

v,ij =
1

4u
√
u
[2uuij − u,i u,j ], (2.42)

one can easily note that

det(∆2v) =
1

16u3

∣∣∣∣∣∣

2uu,11 − u2
,1 2uu,12 − u,1u,2

2uu,12 − u,1u,2 2uu,22 − u2
,2

∣∣∣∣∣∣
. (2.43)

On the other hand, we also notice that

P (3) =
1

2u

∣∣∣∣∣∣

2uu,11 − u2
,1 2uu,12 − u,1u,2

2uu,12 − u,1u,2 2uu,22 − u2
,2

∣∣∣∣∣∣
. (2.44)

Therefore, to show thatdet(D2v) > 0, it is sufficient to show thatP (3) > 0.

From Theorem 2.8 we know thatP (3) attains its maximum on∂Ω. But on∂Ω we

have

P (3) = u,ij u,i u,j −|∇u|2∆u = K |∇u|3 , (2.45)

whereK is the curvature of∂Ω. Therefore, sinceΩ is convex, the strong minimum

principle implies thatP (3) > 0 in Ω and the proof is thus achieved.�

2.1.3 P -functions with maximum at a critical point of u. Let us consider the

following P -function

P (4) := |∇u|2 + 2u. (2.46)
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If we differentiate successively(2.46), we get

P,
(4)
k = 2u,ik u,i+2u,k , (2.47)

∆P (4) = 2u,ik u,ik +2 (∆u),i u,i+2∆u = 2u,ik u,ik −2. (2.48)

Next, making use of Cauchy-Schwarz inequality, we have

u,ik u,ik u,j u,j ≥ u,ik u,i u,jk u,j . (2.49)

Now, using(2.47) in (2.49), we obtain

u,ik u,ik ≥ 1 + ... in Ω\ω, (2.50)

where, here and in all that follows in this thesis,ω := {x : ∇u(x) = 0} and the dots

stand for linear terms containing the first derivatives of the P -function (P (4)
,k in this

case). Therefore

∆P (4) + ... ≥ 0, in Ω\ω, (2.51)

and Hopf’s first maximum principles implies:

Theorem 2.12.

P (4) takes its maximum either on∂Ω or at a point critical point ofu, unless it is

identically constant.

Remark 2.13.

i) Theorem 2.12 holds independently of the boundary condition foru(x). However,

we will see thatP (4) cannot take its maximum on∂Ω, if Ω is a convex domain and

u = 0 on∂Ω.

ii) In the caseN = 2 we can replace the Cauchy-Schwarz inequality(2.49), used to

get a bound foru,ik u,ik, by the following identity

u,ik u,ik |∇u|2 = |∇u|2(∆u)2 + 2u,i u,ij u,k u,kj −2∆uu,ij u,i u,j , (2.52)

and obtain

∆P (4) + ... = 0 in Ω\ω. (2.53)

Therefore, whenN = 2, P (4) takes its minimum either on∂Ω or at a point critical point

of u, unless it is identically constant.

Next, let’s assume thatΩ is convex andP (4) takes its maximum value at a point
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Q ∈ ∂Ω. Then, Hopf’s second maximum principle implies that eitherP (4) ≡ const.

in Ω or ∂P (4)/∂n > 0 at Q. Using now the normal coordinates with respect to the

boundary and the fact thatu = 0 on∂Ω, we have

∂P (4)

∂n
= 2ununn + 2un, (2.54)

where, here and in the remainder of this thesis,un andunn represent the first and the

second normal derivative ofu, respectively.

On the other hand, since∂Ω is smooth, equation(2.1) is also satisfied on∂Ω, so

∆u = −1 on∂Ω ⇐⇒ unn + (N − 1)Kun = −1 on∂Ω, (2.55)

whereK is the mean curvature of∂Ω. Therefore, inserting(2.55) into (2.54), we get

∂P (4)

∂n
(Q) = 2un[−1 − (N − 1)kun] + 2un = −2(N − 1)Ku2

n ≤ 0. (2.56)

Since, from Hopf’s second max principle we have∂P (4)

∂n
> 0, unlessP (4) is identically

constant, then from(2.56) we get:

Theorem 2.14.

If Ω is convex,P (4) takes its maximum value at critical point ofu, unless it is

identically constant.

In what follows we give an application of this result:

Theorem 2.15.

If in problem (2.1)Ω is also convex, then

u(x) ≤ d2

2
, (2.57)

whered is the radius of the largest ball inscribed inΩ.

Proof. From Theorem 2.14 we know thatP (4) := |∇u|2 + 2u takes its maximum

value at a critical point ofu. Therefore,

|∇u|2 ≤ 2(um − u), (2.58)

whereum = max
Ω

u(x). Next, letA ∈ Ω be a point whereu = um, andB ∈ ∂Ω be a

point nearest toA. Let r measure the distance fromA along the ray connectingA and
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B. Then
du

dr
≤ |∇u|. (2.59)

Integrating fromA to B relation(2.59) and making use of(2.58), we get

−2

um∫

0

du

2
√
um − u

≤
√
2

B∫

A

dr =
√
2δ ≤

√
2d, (2.60)

and the result follows from(2.60). �

2.2 Some Extensions to Nonlinear Problems

Let Ω ⊆ RN be bounded domain, with∂Ω ∈ C2.ε andu ∈ C3(Ω) ∩ C2(Ω) be a

solution of the following nonlinear problem in divergence form:





div(g(|∇u|2)∇u) + ρ(|∇u|2)f(u) = 0 in Ω,

u = 0 on∂Ω.
(2.61)

wheref ∈ C1, g ∈ C2 andρ ∈ C1 satisfy the following conditions

g(s) > 0, ρ(s) > 0, G(s) := g(s) + 2sg′(s) > 0, for all s > 0. (2.62)

2.2.1 P -functions with maximum on ∂Ω. Let us consider the followingP -

function

P (5) :=

|∇u|2∫

0

G(s)

ρ(s)
ds+

2

N

u∫

0

f(s)ds. (2.63)

We have:

Theorem 2.16.

If u is a solution of equation (2.61) and

2

N
ρ′f 2 −Gf ′ ≥ 0, (2.64)

thenP (5) takes its maximum value on∂Ω, unless it is identically constant.

Proof. For simplicity, we consider only the caseg ≡ 1. We differentiateP (5)

successively to get

P,
(5)
k =

1

ρ
2u,ik ui +

2

N
fu,k , (2.65)
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∆P (5) = − ρ′

ρ2
4u,ik uiulkul+

2

ρ
u,i (∆u),i+

2

ρ
u,ik u,ik +

2

N
f

′

(|∇u|2)+ 2

N
f∆u. (2.66)

To estimateu,i (∆u),i we differentiate equation(2.61), and obtain

2u,i (∆u),i= 2u,i [−f(u)ρ(|∇u|2),i = −2f ′ρ|∇u|2 − 4fρ′u,ik u,k u,i . (2.67)

Therefore

∆P (5) = −4 ρ′

ρ2
u,ik u,iu,lk u,l −2

ρ
fρ|∇u|2 − 4

ρ
fρ′u,ik u,k u,i

+2
ρ
u,ik u,ik +

2
N
f

′ |∇u|2 − 2
N
f 2ρ

(2.68)

Next, we first remind that

u,ik u,ik ≥
1

N
(∆u)2 =

1

N
f 2ρ2. (2.69)

On the other hand, using the expression ofP,5k we obtain

u,ik u,k u,i = − 1

N
fρ|∇u|2 + ..., (2.70)

u,ik u,i u,lk u,l =
1

N2
f 2ρ2|∇u|2 + ... . (2.71)

Replacing(2.69), (2.70) and(2.71) in (2.68), after some reductions we obtain

∆P (5) ≥ (2− 2

N
)|∇u|2

[
2

N
ρ′f 2 − f ′

]
≥ 0. (2.72)

Then the conclusion follows now from Hopf’s first maximum principle.�

Remark 2.17.

i) Theorem 2.16 held independently of the convexity ofΩ and of the boundary

condition foru(x).

ii) If the solution of equation (2.61) also satisfies

u ≡ a = const. on∂Ω, (2.73)

andf(u) does not change sign, then using some computations in normalcoordinates

one can also obtain the following bound

g(|∇u|2max)|∇u|max

ρ(|∇u)|2max)
≤ f(a)

NKmin

, (2.74)
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where|∇u|max = max
Ω

|∇u|, Kmin = min
∂Ω

K(s) andK(s) represents the mean curva-

ture of∂Ω (see L.E. Payne-G.A. Philippin [15]).

In what follows we’ll give some applications of Theorem 2.16to surfaces of con-

stant mean curvature. The mathematical model describing 2-dimensional surfaces of

constant mean curvatureΛ, with planar boundary, is given by the following problem:





div

(
∇u√

2+|∇u|2

)
= −2Λ in Ω ⊂ R2, Λ = const> 0,

u = 0 on ∂Ω.

(2.75)

In this case Serrin’s existence criterion [18] states that the following condition should

be satisfied

k(s) ≥ 2Λ on∂Ω. (2.76)

Now, with g(s) = 1√
1+s

, ρ(s) = 1 andf(s) = 2Λ, Theorem 2.16 implies that

P (5) = 2

(
1− 2√

1 + |∇u|2
+ Λu

)
, (2.77)

takes its maximum value at some pointQ ∈ ∂Ω, unless it is identically constant. This

means that

Λu ≤ 1√
1 + |∇u|2

− 1√
1 + |∇u|2max

in Ω, (2.78)

where|∇u|max = max
Ω

|∇u|. Evaluating this inequality at a point whereu takes its

maximum, we get

Λumax ≤ 1− 1√
1 + |∇u|2max

. (2.79)

Next, using(2.74), we have

Kmin ≤ k(Q) ≤
2
√

1 + |∇u|2max

2|∇u|max
, (2.80)

so that we get the following inequality

|∇u|2max ≤
Λ2

K2
min − Λ2

. (2.81)

Inserting now(2.81) into (2.79), we obtain

Theorem 1.18.
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The solution of mean curvature problem(2.75) satisfies

umax ≤
1

Λ

(
1−

√
Kmin − Λ2

Kmin

)
. (2.82)

The equality is obtained in(2.82) whenΩ is a disk.

We note that other interesting isoperimetric inequalitiescan also be derived. For

instance, if we denote byA the area of the surface

S := {(x1,x2, u(x1, x2)), x3 = u(x1, x2), (x1, x2) ∈ Ω}, (2.83)

and byV the volume betweenΩ andS, then we have

V =

∫

Ω

udx, A =

∫

Ω

√
1 + |∇u|2dx. (2.84)

Therefore, integrating the inequality

Λu ≤ 1√
1 + |∇u|2

=
√
1 + |∇u|2 − |∇u|2√

1 + |∇u|2
, (2.85)

we obtain

Λ

∫

Ω

udx ≤
∫

Ω

√
1 + |∇u|2dx−

∫

Ω

|∇u|2√
1 + |∇u|2

dx. (2.86)

On the other hand,

2Λ

∫

Ω

udx = −
∫

Ω

udiv

(
∇u√

1 + |∇u|2

)
dx =

∫

Ω

|∇u|2√
1 + |∇u|2

dx. (2.87)

Therefore, inserting(2.87) into (2.86), we get

Theorem 2.19.

With the notations given above, we have

3ΛV ≤ A. (2.88)

The equality holds in(2.88) whenΩ is a disk of radius1/Λ. This mean that the volume

V , bounded byΩ andS, is greatest whenΩ is a disk andS a hemisphere.
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2.2.2 P -functions with maximum at a critical point of u. Let us consider the

following P -function

P (6) :=

|∇u|2∫

0

G(s)

ρ(s)
ds+ 2

u∫

0

f(s)ds, (2.89)

whereu is a solution to problem(2.61). We then have:

Theorem 1.20.

P (6) takes maximum either on∂Ω or at a point critical point of u, unless it is

identically constant.

Proof. For simplicity, we consider again only the caseg ≡ 1. Differentiating

successivelyP (6), we get

P,
(6)
k =

1

ρ
2u,ik u,i +2fu,k , (2.90)

∆P (6) = − ρ′

ρ2
4u,ik u,i u,lk u,l +

2

ρ
u,ik u,ik +

2

ρ
u,i (∆u),i +2f ′|∇u|2 + 2f∆u. (2.91)

Now, to estimateu,i (∆u),i we use(2.67). On the other hand, from Cauchy-Schwarz

inequality we have

u,ik u,ik u,j u,j ≥ u,ik u,i u,jk u,j . (2.92)

Moreover, using the expression ofP,
(6)
k , we get

u,ik u,i u,k = ρf |∇u|2 + ... in Ω, (2.93)

u,ik u,i u,lk u,l = ρ2f 2|∇u|2 + ... in Ω, (2.94)

respectively, using(2.92),

u,iku,ik ≥ ρ2f 2 + ...in Ω\ω, (2.95)

whereω := {x ∈ Ω : ∇u(x) = 0}. Replacing(2.67), (2.93), (2.94) and(2.95) in the

expression of∆P (6), we get

∆P (6) ≥ −4 ρ′

ρ2
ρ2f 2|∇u|2 + 2

ρ
f 2ρ2 + 4

ρ
fρ′ρf(|∇u|2)− 2f 2ρ

= 0 in Ω\ω,
(2.96)

and the result follows from Hopf’s first maximum principle.�
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Let’s now assume thatΩ is convex andu satisfies the Dirichlet boundary condition

from problem (2.61), namelyu = 0 on ∂Ω. We will show that, in such a case,P (6)

cannot take its maximum on∂Ω, so that the maximum ofP (6) is attained at a critical

point ofu, unlessP (6) is identically constant.

Assume thatP (6) takes its maximum value at a pointQ ∈ ∂Ω. Then Hopf’s second

maximum principle implies that eitherP (6) ≡ const. or ∂P (6)

∂n
> 0 atQ. Now, using the

normal coordinates with respect to the boundary and the factthatu = 0 on∂Ω, we have

∂P (6)

∂n
= 2

G

ρ
unnun + 2fun. (2.97)

On the other hand, since∂Ω is smooth, equation(2.61) is also satisfied on∂Ω, so that

we have

Gunn + (N − 1)Kgun + fρ = 0 on∂Ω. (2.98)

Inserting now(2.98) into (2.97), we get

∂P (6)

∂n
= 2G

ρ
un

(
−fρ

G
− (N−1)Kgun

G

)
+ 2fun

= −2(N − 1)Kgu2
n ≤ 0,

(2.99)

sinceΩ is convex. Hopf’s second maximum principles then implies that:

Theorem 2.21.

If Ω is convex, thenP (6) takes its maximum value at critical point ofu, unless it is

identically constant.

As an application of this result, we will find a bound for the first eigenvalue of the

Dirichlet-Laplacian. More precisley, letu be the first eigenfunction of the Dirichlet-

Laplacian on a bounded convex domainΩ ⊆ RN , i.e. u satisfies





∆u+ λ1u = 0 in Ω,

u = 0 on∂Ω.
(2.100)

In this case,g ≡ 1, ρ ≡ 1, f(s) = λ1s, so theP -function becomes

P (6) = |∇u|2 + λ1u
2, (2.101)

and Theorem 2.21 implies

|∇u|2 ≤ λ1(u
2
max − u2). (2.102)
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Next we proceed as the proof of Theorem 2.15. LetA be a point whereu = umax

andB a point on∂Ω, nearest toA. Let r measure the distance fromA along the ray

connectingA andB. We then have

−du

dr
≤ |∇u| ≤

√
λ1

√
u2
max − u2. (2.103)

Integrating(2.103) fromA to B, we have

umax∫

0

du√
u2
max − u2

≤
√
λ1

B∫

A

dr =
√

λ1|AB| ≤
√

λ1d, (2.104)

whered is the radius of the largest ball inscribed inΩ. Therefore

[
sin−1 u

umax

]umax

u

=
π

2
, (2.105)

which leads to the following:

Theorem 1.22.

With the notations given above, we have

λ1 ≥
π2

4d2
, (2.106)

with equality whenΩ is a strip.
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Chapter 3: Applications to the Parabolic Case

This chapter deals with two semi-linear heat diffusion problems, whose solutions,

without appropriate restrictions on the data, might blow upin time or space. Our aim is

to present some conditions to insure that the solutions remain bounded, as well as some

conditions which allow us to derive explicit exponential decay bounds for the solutions

and their derivatives.

3.1 P -functions with Maximum at t = 0

In this section we deal with a heat emission process in a medium with a nonnegative

source and no heat emission in a cold medium. In other words, we will consider the

following initial-boundary value problem





∆u− u,t = −f(u) , x ∈ Ω, t > 0,

u(x, t) = 0 , x ∈ ∂Ω, t > 0,

u(x, 0) = h(x) ,x ∈ Ω,

(3.1)

whereΩ is a bounded convex domain inRN , N ≥ 2, with smooth boundary∂Ω ∈
C2,ε, while f ∈ C1 andh ∈ C2 are given functions assumed to satisfy the following

conditions:

f (0) = 0, sf ′(s) ≥ f(s) > 0, s > 0, (3.2)

h ≥ 0, h(x) = 0, x ∈ ∂Ω. (3.3)

Under these assumptions, it then follows from Nirenberg’s maximum principle that

u(x, t) is nonnegative. We also note that(3.2) implies in particular thatf(s)/s is a

nondecreasing function ofs.

It is well known that the solution of problem (3.1) may not exist for all time and

that the only way that the solution can fail to exist is by becoming unbounded at some

finite timet∗ (see J.M. Ball [1]). In this section we first determine conditions on the data

sufficient to guarantee global boundedness of solution. Thereafter, making use of the

maximum principles, we will derive some explicit exponential decay estimates in time

for the solution and its derivatives. These results have been obtained in Payne-Philippin

[16].

As the solutionu (x, t) of problem (3.1) might blow up in a finite timet∗, it follows,

in this case, that the solution exists in an interval(0, τ) with τ < t∗. Let us denote

um := max
Ω×(0,τ)

u (x, t) (< ∞) . (3.4)
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In what follows, we will derive the conditions on the data which will guarantee that

u(x, t) remains bounded for all timet > 0, i.e. such that the solution of the problem

(3.1) doesn’t blow up. In establishing this condition we make use of the first eigenvalue

λ1 of the Dirichlet-Laplacian and of the corresponding eigenfunctionΦ1(x), for a region

Ω̃ ⊇ Ω: 



∆Φ1 (x) + λ1Φ1 (x) = 0, Φ1 (x) > 0 , x ∈ Ω̃,

Φ1 (x) = 0 , x ∈ ∂Ω̃.
(3.5)

Moreover, sinceΦ1 (x) is determined up to an arbitrary multiplicative constant, we

normalizeΦ1 (x) by the condition

max
Ω̃

Φ1 (x) = 1. (3.6)

The reason for replacingΩ by Ω̃ ⊇ Ω in our investigation is merely to allow an explicit

computation ofΦ1 andλ1 by considering, for instance, thatΩ̃ is a ball or a rectangle.

Lemma 4.1.

The classical solution of problem (3.1) satisfies the following inequality

0 ≤ u (x, t) ≤ Γ1 exp

(
−
(
λ1 −

f (um)

um

)
t

)
, t ∈ [0, τ ] , (3.7)

where

Γ1 := max
Ω

h (x)

Φ1 (x)
< ∞. (3.8)

Proof. We consider the following auxiliary function

v (x, t) := u (x, t) exp

(
−f (um)

um
t

)
. (3.9)

We compute

{∆v − v,t} exp
(
f (um)

um
t

)
= ∆u− u,t +

f (um)

um
u

≥ ∆u− u,t + f(u) = 0,

(3.10)

46



where we have used the fact that
f(s)

s
is nondecreasing. We thus have





∆v − v,t ≥ 0 , x ∈ Ω, t ∈ (0, τ) ,

v (x, 0) = h (x) , x ∈ Ω,

v (x, t) = 0 , x ∈ ∂Ω, t ∈ (0, τ) .

(3.11)

The comparison principle implies

v (x, t) ≤ Γ1Φ1e
−λ1t =: w (x, t) , (3.12)

because we have




∆w − w,t = 0 , x ∈ Ω, t ∈ (0, τ) ,

w (x, 0) = Γ1Φ1 (x) ≥ h (x) , x ∈ Ω,

w (x, t) ≥ 0 , x ∈ ∂Ω, t ∈ (0, τ) .

(3.13)

Now, combining(3.9) and(3.12) we get the desired inequality (3.7).�

Theorem 3.2.

If Γ1 satisfies the condition
f (Γ1)

Γ1

< λ1, (3.14)

thent∗ = ∞ and we have

max
Ω

f (u (x, t))

u (x, t)
< λ1, 0 ≤ t < ∞. (3.15)

Proof. We suppose that(3.15) is violated and establish a contradiction. By con-

tinuity, there exists a first timẽt for which
f (u)

u
reaches the valueλ1, in the sense

that

max
Ω

f
(
u
(
x, t̃
))

u
(
x, t̃
) = λ1. (3.16)

Since
f (s)

s
is a nondecreasing function ofs > 0, Lemma 3.1. implies

u (x, t) ≤ Γ1, 0 ≤ t ≤ t̃, (3.17)
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which lead to the following chain of inequalities

f (u (x, t))

u (x, t)
≤ f (Γ1)

Γ1

< λ1, x ∈ Ω, 0 ≤ t ≤ t̃, (3.18)

in view of (3.14). In particular, we have

max
Ω

f
(
u
(
x, t̃
))

u
(
x, t̃
) < λ1, (3.19)

which is in contradiction with the definition of̃t. We then conclude that̃t = ∞ and the

proof of the theorem is complete.�

In what follows we will establish sufficient conditions on the data to derive expo-

nential decay bounds in time for the solutionu (x, t), its derivatives and some data of

problem (3.1). For this aim, we shall derive some maximum principles for the following

P -function

Φ (x, t) :=

{
|∇u|2 + 2

∫ u

0

f(s)ds+ au2

}
e2βt, (3.20)

wherea andβ are some real positive parameters to be appropriately chosen.

The main result of this section is formulated in the following theorem:

Theorem 3.3.

Let u (x, t) be the classical solution of problem(3.1). Assume that the domainΩ

and the initial datah (x) are small enough in the following sense

a ≤ π2

4d2
− f (Γ1)

Γ1
, (3.21)

whered is the inradius ofΩ, and a ∈ (0, 1] is a constant. Then, the auxiliary function

Φ (x, t) defined in (3.20) takes its maximum value att = 0, i.e.

|∇u|2 + 2

∫ u

0

f(s)ds+ au2 ≤ H2e−2at, x ∈ Ω, t > 0, (3.22)

with

H2 := max
Ω

{
|∇h|2 + 2

∫ h

0

f(s)ds+ ah2

}
. (3.23)

Proof of theorem 3.3.The proof will be given in several steps.

Step 1.
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Differentiating (3.20), we obtain successively

Φ,k = 2 {u,iku,i + fu,k + auu,k} e2at, (3.24)

∆Φ = 2
{
u,iku,ik + u,i∆u,i + a |∇u|2 + au∆u+ f ′ |∇u|2 + f∆u

}

= 2
{
u,iku,ik + u,iu,it + a |∇u|2 + (au+ f)(ut − f)

} (3.25)

Φ,t = 2

{
u,itu,i + fu,t + auu,t + a |∇u|2 + 2a

∫ u

0

f(s)ds+ a2u2

}
e2at, (3.26)

Next, we differentiate the equation (3.1), to obtain

∆ui = u,ti − f ′u,i, (3.27)

from which we get

∆u,iu,i = u,tiu,i − f ′ |∇u|2 . (3.28)

Making use of the Cauchy-Schwarz inequality, in the following form,

|▽u|2 u,iku,ik ≥ u,iku,ku,iju,j, (3.29)

and of (3.24), we obtain

u,iku,ik ≥ (f + au)2 e2at + ..., in Ω�ω. (3.30)

Next, using the differential equation (3.1) in the equivalent form

∆u = −f + u,t, (3.31)

and inserting (3.28), (3.30) and (3.31) into (3.25), we obtain after some reductions

LΦ := ∆Φ− Φ,t + ... ≥ 2e2at
{
uf(u)− 2

∫ u

0

f (s) ds

}
≥ 0 in Ω�ω. (3.32)

It follows from Nirenberg’s maximum principle thatΦ takes its maximum value either

(i) at a pointP on∂Ω for somet > 0, or

(ii) at a critical point ofu(x, t) for somet > 0, or

(iii) at a pointP in Ω at timet = 0.

Step 2.

Using Friedman’s maximum principle, we will see thatΦ (x, t) cannot take its max-

imum value on∂Ω, that is the first possibility, namely (i), is eliminated.
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Indeed, suppose thatΦ (x, t) takes its maximum value at̂P =
(
x̂, t̂
)

on ∂Ω. We

will compute the the outward normal derivative
∂Φ

∂n
at an arbitrary point of∂Ω. Since

u = 0 on∂Ω, we obtain
∂Φ

∂n
= 2unnune

2at. (3.33)

From equation (3.1), evaluated on∂Ω ∈ C2,ε, in normal coordinates, we have

unn + (N − 1)Kun = 0. (3.34)

Inserting (3.34) into (3.33), we get

∂Φ

∂n
= −2(N − 1)Kg2u2

n ≤ 0, on∂Ω. (3.35)

Therefore, Friedman’s maximum principle implies thatΦ (x, t) cannot take its maxi-

mum value on∂Ω. We also note that∇u 6= 0 on ∂Ω in view of Friedman’s maximum

principle.

Step 3.

Assume that the second possibility (ii) holds, i.e.Φ (x, t) takes its maximum value

at a critical pointP :=
(
x, t
)
. Then we would have

Φ (x, t) ≤ Φ
(
x, t
)
, x ∈ Ω, t > 0. (3.36)

Evaluating (3.36) int = t, we obtain

|∇u|2 ≤ 2

∫ um

u

f (s) ds+ 2(u2
m − u2),x ∈ Ω, (3.37)

with um := maxΩ u
(
x, t
)
. Using Cauchy’s mean value theorem we can write

2
∫ um

u
f (s) ds = 2

[∫ um

0
f (s) ds−

∫ u

0
f (s) ds

]
=

f (ξ)

ξ

[
u2
m − u2

(
x, t
)]

≤ f (um)

um

[
u2
m − u2

(
x, t
)]

(3.38)

whereξ is some intermediate value betweenu andum. Replacing (3.38) in (3.37) we

obtain ∣∣∇u
(
x, t
)∣∣2 ≤

(
f (um)

um
+ a

)[
u2
m − u2

(
x, t
)]

, x ∈ Ω, (3.39)

or
du√

u2
m − u2

(
x, t
) ≤

√(
f (um)

um
+ a

)
dτ. (3.40)
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Integrating (3.40) on a straight line fromx to the nearest pointx0 ∈ ∂Ω, we obtain

π

2
≤
√(

f (um)

um
+ a

)
|xx0| ≤

√(
f (um)

um
+ a

)
d. (3.41)

Consequently,
f (um)

um
+ a ≥ π2

4d2
. (3.42)

The inequality (3.42) is a necessary condition in order thatΦ (x, t) takes its maximum at

a critical point ofu (x, t). On the other hand, using the fact that
f(s)

s
is a nondecreasing

function we obtain the following chain of inequalities

f (um)

um
≤ f (Γ1)

Γ1
<

π2

4d2
g (Γ1)− a ≤ π2

4d2
− a, (3.43)

which is in contradiction with(3.42).

This achieves the proof of the theorem.�

3.2 P -functions with Maximum on ∂Ω

In this section we will study a semilinear heat equation in a long cylindrical region

for which the far end and the lateral surface are held at zero temperature and a nonzero

temperature is applied at the near end. More precisely, the specific domain we consider

is a finite cylinderΩ := D × [0, L] , whereD is a bounded convex domain in the

(x1, x2)-plane, with smooth boundary∂D ∈ C2,ε, the generators of the cylinder are

parallel to thex3-axis and its length isL. The heat diffusion problem we consider is the

following:





∆u− u,t = −f(u) , x ∈ Ω, t ∈ (0, T ) ,

u(x, t) = 0 , x ∈ ∂ΩL ∪ ∂Ωlat, t ∈ (0, T ) ,

u(x, t) = h(x1, x2, t) , x ∈ ∂Ω0, t ∈ (0, T ) ,

u(x, 0) = 0 , x ∈ Ω,

(3.44)

where∂Ω0 := D × {0} , ∂ΩL := D × {L} , ∂Ωlat := ∂D × (0, L) andT is assumed

to be any time prior to blow-up time. We also suppose thath(x1, x2, t) is a prescribed

nonnegative function, withh(x1, x2, 0) = 0, andf is a nonnegative function satisfying

the following conditions

lim
s→0

f(s)

s
exists, f ′(s) ≤ p(s), f ′′(s) ≤ q(s), s ≥ 0, (3.45)
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wherep(σ) andq(σ) are nondecreasing functions ofs.

We are interested in the spatial decay bounds for the solution to (3.44). Since the

solutionu(x, t) can blow up at some point in space time, our first goal is to derive

sufficient conditions on the data which will guarantee that the solution remains bounded.

Moreover, under such conditions, we will obtain some explicit spatial decay bounds for

the solution and its derivatives. The results presented here have been obtained by C.

Enache [4]. The method we will use is similar to the one from the previous section,

in the sense that the main idea is to construct a maximum principle for an appropriate

P -function.

TheP -function that we consider is

Φ(x, t) :=
{
u,αu,α + u2 + u2

,t

}
e2[βx3−γt], (3.46)

whereu(x, t) is the solution to(3.44), while β andγ are positive constants to be ap-

propriately chosen. As in the previous section, to derive a maximum principle for the

P -function defined in(3.46), we have to derive a parabolic inequality forΦ and apply

the maximum principles of Nirenberg and Friedman.

Differentiating successively(3.46), we get

Φ,k = 2 {u,αu,αk + uu,k + u,tu,tk} e2[βx3−γt] + 2βΦδ3k, (3.47)

∆Φ = 2
{
u,αku,αk + |∇u|2 + utku,tk + u,α (∆u),α + u∆u

+u,t (∆u),t

}
e2[βx3−γt] + 4βΦ,3 − 4β2Φ,

(3.48)

with δ3k = 0, if k 6= 3, δ33 = 1, and

∂Φ

∂t
= 2 {u,αtu,αt + u,t + u,tu,tt} e2[βx3−γt] − 2γΦ. (3.49)

Combining(3.48) and(3.49), using equation(3.44) and conditions(3.45), regrouping

appropriately the various terms and dropping the nonnegative quantitiesu,αku,αk and

u,tku,tk, we obtain

LΦ := ∆Φ− 4βΦ,3 − Φ,t ≥ 2
{
u,αu,α [1 + γ − 2β2 − p(u)] + u2

,3

+u2 [γ − 2β2 − p(ξ)] + u2
,t [γ − 2β2 − p(u)] e2[βx3−γt],

(3.50)

whereξ is an intermediate value between0 andu. Now, it is clear that ifp(u) is bounded

from above, then we can chooseβ andγ such thatLΦ ≥ 0, in Ω× [0, T ) .

Next, we will derive a condition onh(x1, x2, t) which guarantees thatu(x, t) re-
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mains bounded for all time, that is the solution to problem(3.44) does not blow up.

In establishing this condition we make use of the first eigenfunctionϕ1(x1, x2) of the

Dirichlet-Laplacian and the corresponding eigenvalueλ1, for a regionD̃ ⊇ D:





∆ϕ1 + λ1ϕ1 = 0, ϕ1 > 0 , x ∈ D̃,

ϕ1 = 0 , x ∈ ∂D̃.
(3.51)

Moreover, sinceϕ1 is determined up to an arbitrary multiplicative constant, we normal-

izeϕ1 by the condition

max
D̃

ϕ1 = 1. (3.52)

We have :

Lemma 3.4.

Letx0 andM be positive constants such that

h(x1, x2, t) ≤ M
ϕ1√
t
exp

(
−x2

0

4t

)
, (3.53)

and letĥ be defined as

ĥ := M max
t>0

{
1√
t
exp

(
−x2

0

4t

)}
=

M

x0

√
2

e
, (3.54)

with e = 2.718281... We also assume thatĥ is small enough in the following sense:

p(ĥ) < λ1. (3.55)

Then the solutionu(x, t) of the problem (3.44) exists for all time. Moreover, the function

p(u) remains bounded away fromλ1 for all time, i.e.

p(u(x, t)) < λ1, x ∈ Ω, t > 0, (3.56)

and we have the following estimate

u(x, t) ≤ U(x, t) :=
Mϕ1√

t
exp

(
−(x0 + x3)

2

4t

)
, x ∈ Ω, t > 0. (3.57)

Proof.
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The functionU(x, t), defined in(3.57), satisfies the following properties





∆U − U,t + λ1U = 0 , x ∈ Ω, t > 0,

U(x, t) = 0 , x ∈ ∂Ωlat, t > 0,

U(x, t) ≥ 0 , x ∈ ∂ΩL, t > 0,

U(x, t) ≥ h(x1, x2, t) , x ∈ ∂Ω0, t > 0,

U(x, t) = 0 , x ∈ Ω, t → 0.

(3.58)

Suppose that(3.56) is violated. Then there exists, by continuity, a first timet̃ for

whichp(u) reaches the valueλ1 in the sense that

sup
x∈Ω

p(u(x, t̃)) = λ1. (3.59)

Combining(3.58) and(3.59), we have

∆U − U,t ≤ −U max
x∈Ω

p(u(x, t)), t ∈
[
0, t̃
]
. (3.60)

Settingz = U − u and making use of the mean value theorem we obtain

∆z − z,t < −zmax
x∈Ω

p(u(x, t)), t ∈
[
0, t̃
]
. (3.61)

It follows, from Nirenberg’s maximum principle, thatz(x, t) is a positive function in

Ω ×
[
0, t̃
]
. Thus, we obtain the inequality(3.57) in

[
0, t̃
]
. Moreover, making use of

(3.53), we obtain

u(x, t) ≤ ĥ, t ∈
[
0, t̃
]
. (3.62)

Sincep is a nondecreasing function, we are led to the following chain of inequalities

p (u (x, t)) ≤ p(ĥ) < λ1, x ∈ Ω, t ∈
[
0, t̃
]
, (3.63)

in view of (3.55). In particular, we have

max
x∈Ω

p(u(x, t̃)) < λ1. (3.64)

which is in contradiction to the definition of̃t. We then conclude that̃t = ∞, and the

proof of the Lemma 3.4 is thus achieved.�

54



Now, under the condition(3.55) of Lemma 3.4, it is clear that choosing the positive

parametersβ andγ to satisfy the following condition

γ − 2β2 ≥ λ1, (3.65)

we obtain the inequalityLΦ ≥ 0, in Ω × (0, T ). Nirenberg’s maximum principle then

implies thatΦ(x, t) (6= const.) attains its maximum value either att = 0 (which is

excluded, sinceΦ = 0 at t = 0) or on∂Ω.

Next, using Friedman’s maximum principle, we will see thatΦ(x, t) (6= const.)

cannot take its maximum value on∂ΩL ∪ ∂Ωlat. Indeed,

∂Φ

∂n
=

∂Φ

∂x3
= 0, on∂ΩL, (3.66)

and
∂Φ

∂n
= 2ununne

2[βx3−γt] = −2u2
nKe2[βx3−γt] ≤ 0, on∂Ωlat, (3.67)

whereK is the mean curvature of∂D (which is nonnegative sinceD is a convex do-

main) and where used equation (3.44) in normal coordinates with respect to the bound-

ary. ThusΦ(x, t) (6= const.) cannot take its maximum value on∂ΩL ∪ ∂Ωlat. Conse-

quently, the maximum value ofΦ occurs on∂Ω0 and we have:

Theorem 3.5.

Letu(x, t) be the classical solution of (3.44). Suppose that the initial datah on∂Ω0

is small enough, in the sense thath satisfies the condition(3.55) of Lemma 3.44, and

that the positive parametersβ andγ are chosen to satisfy the inequality(3.65). Then,

the auxiliary functionΦ, defined in (3.46), takes its maximum value on∂Ω0 × (0, T ) ,

i.e. we have the inequality

u,αu,α + u2 + u2
,t ≤ Γ2e2[γt−βx3], x ∈ Ω, t ∈ [0, T ), (3.68)

with

Γ2 = max
D×[0,T ]

{
h,αh,α + h2 + h2

,t

}
e−2γt, (3.69)

valid for arbitrary T > 0. Clearly, (3.68) holds for the quantitiesu2, u,αu,α and u2
,t

separately.

Remark 4.6. Using the same idea, one may also prove that the solution to problem

(3.44) depends continuously on the datah(x1, x2, t) at the near end of the cylinder (see

C. Enache [4] for more details).
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Chapter 4: Conclusion

The first aim of this thesis was to give a complete and rigourous presentation of the

classical maximum principles known for general classes of second order linear elliptic

and parabolic operators. The second aim was to show how one may apply these max-

imum principles to obtain various information about the solutions of some important

partial differential equations of elliptic and parabolic type, which appear as model for

real life problems. To this end, in Chapter 1 we have introduced the terminology and

the maximum principles of E. Hopf, in the elliptic case, respectively the maximum prin-

ciples of L. Nirenberg and A. Friedman, in the parabolic case. Thereafter, in Chapters

2 and 3 we have developed some maximum principles for auxiliary functions involv-

ing the solutions of some problems and their derivatives. More precisely, using these

new maximum principles, we found several optimal a priori bounds for quantities of

interest in problems from physics and geometry, whose solutions are not known explic-

itly. Moreover, in Chapter 3 we found explicit time and spatial decay estimates for two

different heat diffusion problems, whose solutions are notusually known in an explicit

form. Our next aim is to adapt these techniques to fully nonlinear elliptic equations, re-

spectively to nonlinear parabolic equations in divergenceform and publish some papers

in this directions of research.
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