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Abstract

This thesis proposes electroencephalogram (EEG) functional connectivity and graph

theory analysis (GTA) to quantify brain activity under alertness, vigilance decrement,

and enhanced mental states in four frequency bands. The vigilance decrement state was

induced by performing a 30 min computerized incongruent Stroop color-word test (I-

SCWT). Meanwhile, the enhancement states were provoked by integrating a 250Hz pure

sinusoidal tone (PST) or 16Hz beta binaural beats (BB) with the I-SCWT. We estimated

functional connectivity using the phase-locking value (PLV) statistic and characterized

the topological structure of the network based on concepts of node strength, clustering

coefficient, and efficiency. We then evaluated the proposed methods using statistical

analysis and a support vector machine classifier. The experimental results showed that

the 30 min I-SCWT significantly elicited alteration in cortical connectivity (p < 0.05).

PLV between brain regions significantly decreased with vigilance decrement (p< 0.05),

resulting in a less optimal network structure. Investigation of the intra-regional PLV

networks suggested that changes in connectivity under vigilance decrement are spe-

cific to cortical areas and EEG frequency bands. Our Assessment results confirm that

PLV+GTA provides a reliable index to quantify different aspects of cortical functional

connectivity under different vigilance levels. Subject independent classification analy-

sis based on GTA features corresponding to a single cortical region showed an average

accuracy of 84.27% to discriminate vigilance decrement from alertness state. Under

enhanced mental states, cortical connectivity remained high until the end of the total

task duration. Also, significant improvements in the participants’ performance were ob-

served in comparison to the no-audio condition. On average, PST stimulation showed

a 25.84% improvement in the participants’ detection accuracy towards the end of the

task. Similarly, BB stimulation showed a 26.01% improvement.

Search Terms: Vigilance decrement, Stroop color-word task, electroencephalogram,

cortical functional connectivity, graph theory analysis, pure sinusoidal tone, and au-

ditory binaural beats.
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Chapter 1. Introduction

This chapter provides a short introduction to the topic of vigilance assessment

and enhancement. Following that, the problem investigated in this thesis is presented,

followed by a summary of major research contributions. Finally, the general outline of

this thesis is provided.

1.1. Overview

Vigilance, also known as sustained attention, refers to the cognitive ability to

maintain attentiveness to a specific stimulus or task over prolonged periods [1]. With

increased time on task (TOT), the ability to maintain sustained vigilance levels tends

to drop, leading to undesirable performance declines. This phenomenon is known as

vigilance decrement. The cause of Vigilance decrement has been regarded as either

reduced arousal or depleted cognitive resources, as suggested by the under-load (mind-

wandering) and cognitive resource theories [2–4]. The under-load theory suggests that

monotony or lack of stimulation in vigilance tasks may lead to habituation, withdrawal,

or disengagement, which in return, may lead to vigilance decrement. In contrast, the

cognitive resource theory explains the attributes of vigilance decrement in workload,

fatigue, or stress scenarios. The theory views the human cognitive capacity as resources

that get allocated based on task requirements. It thus suggests that extensive workload

ultimately deteriorate vigilance performance as a result of depleted cognitive resources.

The phenomenon of vigilance decrement is usually investigated during long-

term attentional or cognitive tasks. Typically, vigilance tasks require operators to re-

spond to rare or critical visual signals and withhold responses to other neutral stimuli.

More complex tasks may involve other cognitive aspects, such as the use of declarative

or working memory [5]. Under these settings, vigilance decrement is usually inferred

from the decreased detection rate or increased reaction time. Previous studies have re-

ported several factors affecting the magnitude and rate of vigilance decrement. These

factors are generally related to the nature of the performed task and the associated cog-

nitive load. Examples may include stimulus duration, event rate, source complexity,

and the use of multiple cognitive resources [6, 7]. Under most conditions, vigilance

decrement becomes evident within the first 20-35 min of attentional effort, with 50% of
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the decrement observed during the first 15 min [8]. However, the decline in detection

performance can occur more quickly if the task demand conditions are high [7]. These

observations are evident for both experienced and novice performers.

1.2. Thesis Objectives

Vigilance decrement is a fundamental cognitive component in a variety of oper-

ational settings including education, screening and monitoring, road and air traffic con-

trol, long-distance driving, and targeted security monitoring [9–14]. Workers in these

settings are usually involved in long-term monotonous or mentally demanding tasks.

Vigilance decrement in such sensitive settings can lead to unpredicted performance de-

clines, which in return, may lead to serious consequences. In this regard, objective,

quantitative, and continuous vigilance assessment methods that can be integrated within

the previously mentioned settings are of great importance. These methods should en-

sure simplicity and non-intrusiveness for user convenience, and at the same time should

be sensitive, effective and accurate enough to detect and quantify vigilance level decre-

ments. In addition, the integration of cognitive enhancement interventions within these

settings can improve productivity and reduce risks. Despite the assortment of factors

that influence the vigilance decrement, theoretical debates about the underlying mech-

anisms have not been resolved. In the light of previous observations, the objective of

this thesis is twofold. Firstly, we investigate cortical functional connectivity as an ob-

jective biomarker to quantify different vigilance levels. Secondly, we propose auditory

stimulation as a non-invasive solution to mitigate vigilance decrement.

1.3. Research Contribution

This thesis investigates changes in electroencephalograph (EEG) functional con-

nectivity as a result of long term attentional performance. In specific, we hypothesize

that connectivity between cortical regions decreases under vigilance decrement and can

be enhanced using auditory stimulation. We further hypothesize that decrements in cor-

tical connectivity are region and band-specific. To address our hypotheses, we propose

a novel protocol to induce semantic vigilance using a computerized version of the in-

congruent Stroop color-word task (I-SCWT). We believe that the I-SCWT is unique in

comparison to traditional vigilance tasks since it does not fall neatly under the sensory
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vigilance classification. Based on nature and the design of the test, the I-SCWT can in-

volve both sensory and cognitive processes and is thus more suitable to mimic real-life

tasks. Besides, we present a method to quantify the functional coupling between brain

regions under alertness, vigilance decrement, and enhanced mental states by utilizing

phase-locking value (PLV) and graph theory analysis (GTA). The experimental results

showed that the proposed protocol successfully induced behavioral and cortical connec-

tivity changes with increased TOT. The PLV was sensitive to vigilance decrement, and

the overall phase synchronization between cortical regions significantly decreased after

30 min of TOT. Cortical phase synchrony networks showed full-scale and regional dif-

ferences between alertness and vigilance decrement states. In Addition, regional hemi-

spheric asymmetries were observed and quantified using a novel laterality index. Our

results also confirmed cortical entrainment and enhanced connectivity effects as a result

of pure tone and binaural beat auditory stimulation. Enhancement effects were further

supported by the participants’ enhanced vigilance performance.

1.4. Thesis Organization

The rest of this thesis is organized as follows:

Chapter 2 provides an overview of vigilance assessment literature with emphasis

on objectives tools and procedures. Different behavioral and physiological assessment

approaches are presented, and their results are discussed and compared.

Chapter 3 provides an overview of existing vigilance enhancement interventions

in literature. The overview compares different types of enhancement techniques taking

into consideration the context in which studies were conducted and the associated effects

on vigilance performance and/or brain activity.

Chapter 4 discusses the methodology of this thesis, namely the adopted exper-

imental protocol to induce and enhance vigilance decrement, the process of selecting

and recruiting participants, the experimental setup to acquire and record the EEG and

behavioral data, and the methods of data analysis.

Chapter 5 explores changes in cortical functional connectivity as a result of in-

creased TOT. GTA was employed at the sensor level to quantify and compare the full-
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scale, intra-regional, and hemispheric asymmetry characteristics of the functional con-

nectivity networks under cognitive alertness state vigilance decrement states.

Chapter 6 investigates the effect of auditory stimulation on the participants’ be-

havioral performance and cortical connectivity while performing the I-SCWT. To ex-

plore potential enhancement effects, full-scale GTA at the global level is carried out at

different auditory conditions. Indications of vigilance enhancement were further sup-

ported by analysis of behavioral data with increased TOT

Chapter 7 concludes this thesis by providing a summary of major research find-

ings and recommendations for future research directions.
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Chapter 2. Vigilance Assessment Techniques

This chapter provides a summary of vigilance assessment literature with empha-

sis on objectives tools and procedures. First, a short overview of different vigilance tasks

and the associated subjective and behavioral assessment criteria is provided. Following

that, the physiological correlates of alertness, mental fatigue, and vigilant decrement

are investigated. In specific changes in EEG, eye tracking, skin resistance are heart

rate measurements are compared for different vigilance levels. Finally, an extensive

methodological overview is provided for EEG analysis.

2.1. Subjective and Behavioral Assessment

Sustained attention tests can take a variety of forms, depending on the purpose

of the study. However, the traditional assessment of vigilance relies on prototypic psy-

chomotor responding tasks. These tasks require the direction of attention to specific

events, known as signals or target stimuli, for long and continuous periods [15–18]. In

sensory vigilance tasks, the target stimulus may or may not change in shape, color, size,

and/or position. The appearance of the target stimulus could be completely randomized

or based on a fixed probability [19]. The literature also reported other types of natural-

istic vigilance tasks or tasks involving one or more cognitive aspects. Examples may

include simulated driving [20–22], N-Back [23], and mental rotation tasks [24–27].

Changes in vigilance and sustained attention levels can be inferred thought sub-

jective and/or behavioral measures. Subjective assessment approaches mainly rely on

psychometric self-report questionnaires for the evaluation of arousal, mindfulness, mood,

stress, workload, or fatigue. Examples of popular self-report questionnaires employed

in vigilance studies include the Brunel Mood Scale (BRUMS) [28, 29], the Profile of

Mood States Questionnaire (POMSQ) [30, 31], the Short Stress State Questionnaire

(SSSQ) [32,33], and the NASA Task Load Index (TLX) [34]. As the name implies, sub-

jective assessment tools mainly rely on the performers’ judgments and feelings, without

providing clear boundaries on how to differentiate between different responses, and thus

obtained results might be biased [35].

Using behavioral assessment approaches, changes in sustained attention levels

are usually inferred from fluctuations and deteriorations in performance as a function
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of time [36]. Most vigilance tests are performed continuously for around 30 min [19].

The most popular performance measures are the reaction time and the target detection

rate. The reaction time refers to the duration taken to respond to a particular stimulus or

event. The target detection rate refers to the proportion of targets to which the performer

correctly responds. Based on the test context, response slowing and decreased detection

rates provide evidence for attentional shifts, fatigue, and vigilance decrement [37–39].

Several other performance measures such as the commission and omission errors have

been recently employed in the literature [40, 41]. A commission error occurs when a

performer incorrectly responds to a non-target event, whereas an omission error occurs

if the target event is missed.

2.2. Physiological Assessment

Studies have shown that alterations in attentional levels are accompanied by

physiological changes, mainly regulated by the brain and nervous system. To this end,

many physiological measurements were employed to understand the bodily mechanisms

of alertness and vigilance decrement. The studies in [42–44] used cerebral oximetry

measurements to investigate changes in blood oxygen saturation as a result of vigi-

lance decrement. Mostly, studies have reported increased oxygenation in the right hemi-

sphere in comparison to the left hemisphere in correlation with declined performance.

Other studies found that oxygen saturation varies with task difficulty and workload lev-

els [45,46]. For example, bilateral hemispheric increases in oxygenation were reported

for complex vigilance tasks [46]. Another class of studies in literature utilized eye-

tracking measurements to better understand human behavior under attentional tasks. In

specific, pupillometry parameters such as fixations, saccades, blinks, and scan paths

were monitored to understand the implications of enhanced and deteriorated attentional

levels [47–52]. For example, the study in [51] reported increments in saccades velocity

under higher workload levels. On the other hand, the study in [49] reported negative cor-

relations between reactions times and fixation scores during a naturalistic driving task

with complex workload levels. Moreover, studies have employed eye tracking as an

objective tool to measure different subjective events such as mind-wandering, task en-

gagement, and drowsiness [53,54]. Similarly, changes in the electrical properties of the
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skin, also known as the electrodermal activity, have been repeatedly related to changes

in attentional motivation and task engagement [55–57]. Another important physiolog-

ical parameter directly regulated by the activity of the autonomous nervous system is

heart rate variability (HRV). HRV refers to variations in the lengths of complete car-

diac cycles. Generally, studies have shown that heart rate varibaility decreases with

increased TOT [58, 59].

Build upon the previous findings, several studies in the literature demonstrated

that physiological markers such as heart rate, blood flow velocity, eye blink rate, pupil

dilation, and facial expressions can be effectively used as vigilance decrement signa-

tures [36, 60, 61]. The authors in [60] proposed a fuzzy logic-based system for provid-

ing hypo-vigilance alarm signals. The proposed system was based on Electrooculogram

(EOG) features describing different eyelid movements. Another vigilance decrement

detection system based on eye activity features extracted from facial images was re-

ported in [61]. Extracted features captured differences in eye closure rate, blinking

frequency, and eyelid distance changes between different vigilance levels. Following a

similar approach, the authors in [36] developed a system to detect vigilance decrement

in real-time driving settings.

Despite the evident importance of vigilance decrement detection in a variety of

operation and industrial settings, the incomprehensive understanding of the underly-

ing neural mechanisms limits reliable applications. Recently, EEG became the most

popular neuroimaging modality employed in vigilance studies. In comparison to other

neuroimaging techniques, EEG provides a high temporal resolution with low constraints

on participants’ behavioral performance. Discussed below are the different EEG quan-

titative approaches within the context of vigilance assessment.

2.3. Quantitative Electroencephalographic Analysis

2.3.1. Event related potentials analysis. Several studies have shown that

increased time on cognitive and attentional tasks leads to observable stimuli-locked

changes in both ongoing EEG activity and event-related potentials (ERP). Experimental

studies have reported changes in the amplitudes of ERP components as a result of mental
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fatigue [62–64]. For example, consistent findings showed that the amplitude of the P300

component decreased under vigilance decrement. The study in [65] used a single-trial

event-related potential (ERP) approach to investigate the effect of multisensory haptic

stimulation on vigilance performance. The experimental results showed a significant

correlation between the increased reaction times (an indication of vigilance decrement)

and the increased sensory perception and the motor response of ERP latencies. Con-

sidering the relationship between ERP amplitudes and vigilance performance, the study

in [66] demonstrated that decreased vigilance performance of mild cognitive impair-

ment patients was associated with significant suppression in late positive potentials in

comparison to healthy subjects.

2.3.2. Spectral and time-frequency analysis. Several recent studies have

reported high correlations between univariate EEG spectral dynamics and changes in

vigilance levels. Generally, experimental results supporting evidence of high alertness

have shown decreases in the power of low frequencies. Also, increased concentra-

tion levels were associated with higher power spectral densities within faster frequency

ranges [67,68]. Other studies investigating the spectral correlates of vigilance decrement

have reported changes specific to the delta, theta, alpha, and beta bands. The studies

in [69,70] power changes within the delta band as an attempt to indicate mental fatigue

during long term driving. In both studies, power increases were evident during the tran-

sition from alertness to drowsiness then to sleep. Chuang et al. [69] further reported

that delta activity was the lowest during the peak performance states. Compared to

other EEG bands, increments in theta band activity has been repeatedly associated with

time induced mental fatigue [71] and driving vigilance decrement [69], specially frontal

areas. The study in [72] reported progressive activation within the theta range during

periods of attentional challenge. Another study reported correlations between increased

theta activity and decreased arousal or alertness [73]. Studies have also shown that the

activity of alpha rhythms increased with increasing TOT [71,74]. Following these find-

ings, Martel and his colleagues observed increased activity in the alpha frequency range

(8–14 Hz) for vigilance decrement [75]. They proposed predicting attention lapses in a

convert setting up to 10s in advance.
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Based on the previous findings, several studies attempted to classify different

vigilance levels based on spectral features [76–78]. In specific, different variables cor-

responding to power changes in specific bands served as markers to detect vigilance

decrements during sustained attention tasks. Other neurofeedback studies employed the

ratio between different band powers as indices to timely detect decrements in arousal.

For example, one of the popular power ratio indices is the engagement index (EI). The

EI refers to the ratio between beta and the sum of alpha and theta powers. In [79,80], the

EI, along with several machine learning classifiers, was employed to classify alertness,

drowsy, and asleep states. Another popular index is the ratio between the frontal theta

and parietal alpha powers [77].

2.3.3. Cortical connectivity analysis. The human brain is a highly complex

structure that consists of functionally specialized areas of neuronal ensembles. To en-

gage in a particular cognitive task, different patterns of dynamic coupling between these

spatially-distributed neuronal ensembles take place [81]. Such coupled interactions have

been modeled in literature based on the concepts of functional and effective connectiv-

ity. Functional connectivity refers to the statistical analysis of the dependence between

the activity of two brain regions without inference to any causal interactions. In contrast,

effective connectivity investigates the direct effect that one signal exerts on the other.

Functional connectivity approached can be either directed or non-directed. Directional-

ity is usually inferred as time delays or phase lag relations [82]. EEG connectivity anal-

ysis can be performed at the electrode or source level. Bivariate modeling approaches

consider the interactions between two source or electrode signals, while multivariate

approaches consider the coupling of three or more signals.

In EEG connectivity analysis, brain activity can be modeled as a network consist-

ing of vertices (nodes) that are interconnected using links (edges) [83]. If an electrode-

wise analysis is performed, the nodes represent to the electrodes, and the links corre-

spond to the computed connectivities between pairs of electrode signals. The edges can

be directed or undirected, depending on the employed connectivity statistic. As shown

in Figure 1, functional networks can be visualized as graphs or adjacency matrices. The

appropriateness of each of these visualization methods depends on the purpose of the
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analysis. Graphical methods preserve information about the relative spatial locations of

the nodes and thus can be used to visualize topological relationships. In contrast, ad-

jacency matrices are more appropriate for large-scale networks; however, they discard

any spatial properties [83]. When obtained from EEG data at the electrode level, the

X and Y axes of the adjacency matrix will correspond to the electrode order, and the

grey level will correspond to the connectivity status or weight between electrode pairs.

It is worth mentioning that networks with undirected edges have symmetric adjacency

matrices. After constructing the connectivity network (either directed or undirected),

thresholding can be applied to retain only significant edges. Following that, the topolog-

ical characteristics of the network can be characterized using different graph-theoretic

metrics.

(a)

(b)

Figure 1: Visualization techniques of connectivity networks [84]. (a) Adjacency matrix
representation, and (b) graphical network representation.
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The literature reports various methods for assessing EEG connectivity. These

methods vary depending on the purpose of the study and the investigated aspects of brain

activity and EEG signal. Discussed below are some of the widely used connectivity and

graph-theoretic approaches in the context of vigilance assessment.

The Pearson correlation coefficient is the simplest linear measure that provides

a bivariate estimate of the statistical correlation between two variables. For two si-

multaneously recorded time series yn and xn (n = 1,2, ...,N), the Pearson correlation

coefficient (rxy) is calculated as the covariance between the two series normalized by

their individual variances. This relation can be mathematically expressed as [85]:

rxy =
∑N

n=1(xn − x)(yn − y)

(N −1)
√

∑N
n=1(xn − x)2 ∑N

n=1(yn − y)2
, (1)

where x and y denote the mean of xn and yn respectively. The values of the Pearson

correlation coefficient are bounded between -1 and 1. The 0 value corresponds to no

correlation, while the -1 and 1 values correspond to total positive and negative corre-

lations respectively. By assuming the time series as realizations of random variables

and by discarding any temporal associations, the Pearson correlation coefficient fails to

convey directed relations within the data. This implies that the estimated connectivity

will be the same even if the time series elements are randomly shuffled in time [86].

The cross-correlation function CXY is another commonly used measure of corre-

lation. It is obtained by computing the correlation coefficient as a function of the lag of

one time series with respect to the other. Mathematically this relation can be expressed

as [87]:

CXY (τ) =
∑N−τ

n=1 (xn − x)(yn+τ − y)

(N − τ)
√

∑N
n=1(xn − x)2 ∑N

n=1(yn − y)2
, (2)

where τ is the time lag between the signals x and y. In contrast to the Person correlation

coefficient, cross correlation accounts for the temporal relations between the signals. In

some well behaved scenarios, cross correlation can be used to infer directionality [88].

The magnitude coherence coefficient is an undirected measure that estimates the spectral

correlation between two signals and is considered as the frequency domain equivalent of

the cross-correlation function. For two signals X(t) and Y(t), the coherence function can
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be computed as the cross-spectral density of the two signals scaled by their auto-spectral

densities. This relation can be defined mathematically as [86]:

cohxy( f ) =
|Sxy( f )|√

Sxx( f )Syy( f )
, (3)

where Sxy represents the average cross spectral density between signals X and Y and

Sxx, Syy are the auto spectral densities of X and Y. A directed version of the magnitude

coherence coefficient is the partial directed coherence (PDC) [89]. This measure is

based on fitting the EEG time series to a multivariate auto-regressive model (MVARM),

and then computing the magnitude coherence from the estimated model coefficients. Let

X(t) = [x1(t), ....,xN(t)]T be a zero mean EEG time series recorded from N channels. A

MVAR model fitting the time series can be defined as [90]:

X(t) =−
P

∑
τ=1

A(τ)X(t − τ)+E(t), (4)

where P is the model order, E(n) is a noise vector, and A is the model coefficient matrix

(N ×N). Accordingly, the partial directed coherence from channel j to channel i can be

defined as [90]:

PDCi, j( f ) =
|Ai, j( f )|√

∑N
k=1 A⋆

k, j( f )Ak, j( f )
, (5)

where Ai, j is an element of A( f ), the Fourier transform of the MVAR coefficients matrix

A(t), and the asterisk denotes the complex conjugate operation. By fitting the data into

an MVARM, the current value of the signal is estimated considering the previous values

of the signal itself and the previous values of another related signal. Thus the model

coefficient can be considered as weights to the causal relationships between the signals.

It is worth mentioning that both the amplitude coherence and the partial directed coher-

ence measures discard phase information and only look at the amplitude interactions of

the signals.

The phase locking value (PLV) is one of the most commonly used measures

to evaluate the consistency of phase differences between electrode signals over time

windows or epochs. For two simultaneously recorded electrode signals yn and xn, the
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PLV is calculated as the average phase differences between these two signals over time.

This relation can be mathematically expressed as [91]:

PLV = n−1
N

∑
n=1

ei(θx(n)−θy(n)), (6)

where N is the total number of sampled time points and θx and θy are the instantaneous

phase values of x and y respectively at time points n. PLV is a non-directed connectivity

measure with values bounded within the interval [0,1].

2.3.4. Network and graph theoretical approaches. Based on accumulating

research evidence, system neuroscientists believe that cortical networks show two con-

tradicting topological attributes to maintain optimal cognitive processing and informa-

tion transfer [92,93]. The first attribute is functional segregation, which is the tendency

to exhibit locally specialized information processing patterns. In contrast, the second

attribute is functional integration, and it refers to the efficiency of information trans-

fer between distributed brain regions [94]. The characterization of information transfer

patterns in the context of these two concepts is fundamental to understand brain func-

tion. Graph theory provides adequate tools to investigate and quantify the topological

characteristics of cortical connectivity dynamics under different cognitive states.

Many studies in the literature have adopted approaches from graph theory to

investigate the altered topological structures of functional connectivity networks as in-

duced by long-term attentional performance, fatigue, and vigilance decrement. The

studies in [95–97] reported decreased functional integration of EEG and fMRI net-

works with increased TOT. In accordance with this observation, fatigue-related studies

reported decreased integration in different connectivity networks after the elapse of less

than 30 min task duration [33]. Moreover, repeated reports have shown that the increase

in network functional segregation is associated with improved performance in long-term

working memory tasks [98]. The findings of previous studies suggest that the study of

brain connectivity through graph theory provides a descriptive tool in cognitive brain

functions and biomarkers to distinguish different attentional and cognitive states.
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Chapter 3. Vigilance Enhancement Interventions

This chapter provides an overview of existing vigilance enhancement interven-

tions in literature. The overview highlights different types of enhancement techniques

taking into consideration the context in which studies were conducted and the associated

effects on vigilance performance and/or brain activity.

Vigilance enhancement refers to the deliberate use of technological, medical, or

therapeutic interventions to improve cognitive processing and attentional performance

[99]. Enhancement interventions can be employed in two contexts. The first is rehabil-

itative or therapeutic to restore a fundamental capability after disability of disfunction.

On the other hand, enhancement interventions can be employed to augment the cogni-

tive capacities for healthy humans. This thesis focuses on the second context, which

is improving the performance of healthy individuals in work settings. The literature

contains many studies that investigated the effect of different cognitive enhancers on

vigilance decrement. Some of these interventions are generally mundane and often in-

tegrated with daily routines. Examples may include, but not limited to, meditation [100],

sports [101,102], yoga [103,104], herbal extracts and diet [105], caffeine [106], chewing

gum [107], and odor exposure [108, 109]. It is worth mentioning that conventional in-

terventions have been examined in the literature for decades. Experimental studies have

shown enhancement effects related to precipitation, attention, memory, and understand-

ing. However, it is consensus among the research community that effective enhance-

ments of cognition, mood, or behavior are highly subjective and short-lived. Another

class of studies investigated the use of unconventional technological, neuroelectrical,

or neurochemical interventions to enhance vigilance decrement. Different unconven-

tional methods can be classified under haptics [65, 110–112], cognitive workload mod-

ulation (integration of challenge elements into the primary task) [113], auditory stimu-

lation [114,115], transcranial current stimulation [116–118], pharmaceuticals [119], and

video games [120, 121].

A survey recently conducted by Al-Shargie et al. [122] extensively summarized

the literature related to vigilance enhancement interventions. In this review, vigilance

tasks were categorized under either monotonous or complex tasks. Monotonous tasks
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include psychomotor paradigms that require sustained attention and targeted detection.

On the other hand, complex tasks refer to those involving cognitive or cognitive-sensory

aspects. Figures 2 and 3 summarizes the reaction time results reported in studies em-

ploying different interventions for monotonous and complex tasks, respectively. Pos-

itive values on the plots indicate increased reaction times and vise versa. The error

bars on the plots represent the standard deviation of enhancement results extracted from

different studies. As shown in Figure 2, all the interaction techniques significantly en-

hanced performance in the case of monotonous tasks. The highest effects were reported

for video games, transcranial direct current stimulation, and haptic stimulation (more

than 15%). Fragrance showed the lowest improvement of 8%. Video games showed

the largest increase of 18%. This significant improvement can be explained according

to previous studies investigating the impact of video games on the neuroplasticity of

afferent neural networks [123, 124]. Studies have shown that playing video games cor-

relates with stimulations in locomotor afferent nerves and adrenergic receptors, which

in return improves responsiveness and motor behavior [124]. Also, behavioral and cog-

nitive studies suggest that video games can enhance perceptual, visuospatial, and per-

ceptuomotor skills [125, 126]. Improvements in these skills support cognitive control

and flexibility [127, 128].

As shown in Figure 3, small average improvements with high standard devi-

ations were observed in the case of complex vigilance tasks. Reported effects varied

between −2% and 7%. Modafinil and transcranial direct and alternating current stim-

ulation interventions showed the highest improvement (more than 6%). Interestingly,

the alternating current stimulation techniques showed consistent effects among studies,

as indicated by the relatively small standard error. On the other hand, the fragrance and

cognitive workload modulation interventions did not affect performance. Integrating

music with complex vigilance tasks resulted in a deteriorated performance. Modafinil

is the standard medication used to treat sleepiness for narcolepsy patients. Studies have

shown that small dosages of Modafinil can enhance sustained attention, learning, and

memory for healthy individuals. These studies suggested that Modafinil improves adap-

tive response inhibition resulting in overall improved reaction times and detection ac-

curacies. However, the effects were extremely inconsistent across the subjects [129].
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Moreover, experiments involving Modafinil should be conducted under the supervision

of medical experts, making it an impractical solution for consistent usage.

It is worth noting that binaural beats showed reasonable enhancement effects for

both monotonous and complex tasks. Relatively small improvements in comparison to

the other interventions could be due to the limited number of available studies. Gen-

erally, studies have shown that binaural beats stimulation increases connectivity and

phase synchronization in the auditory cortex resulting in enhanced cortical communi-

cation and neural plasticity [130]. Several other studies have shown that binaural beats

can improve emotions [131], stimulate arousal [132], and reduce anxiety [133, 134].

Moreover, binaural beat stimulation has the advantage of being a simple, pleasant, and

non-invasive intervention.

Figure 2: Percentage of reaction time improvements for different vigilance interventions
when a monotonous task is considered [122]. The error bars represent the standard
deviation of improvements across studies. X-axis abbreviations: VG: video games,
tDCS: transcranial direct current stimulation, HPS: haptic stimulation, CWM: cognitive
workload modulation, tACS: transcranial alternating current stimulation, CG: chewing
gum, and BB: binaural beats
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Figure 3: Percentage of reaction time improvements for different vigilance interven-
tions when a complex task is considered [122]. The error bars represent the standard
deviation of improvements across studies. X-axis abbreviations: tDCS: transcranial di-
rect current stimulation, tACS: transcranial alternating current stimulation, VG: video
games, CG: chewing gum, BB: binaural beats, HPS: haptic stimulation, and CWM:
cognitive workload modulation

3.1 Auditory Binaural Beat Stimulation

Binaural beats (BB) refer to the subjective beat sensations perceived by the

brain when two sinusoidal sound waves of equal intensities but slightly different fre-

quencies are presented to each ear separately [135]. The beats are typically perceived

as variations in loudness occurring at a rate equal to the difference between the forming

carrier frequencies [136]. For instance, presenting a 240Hz tone to the right ear and a

250Hz tone to the left ear will yield a perceptual illusion of a 10Hz beat. Typically,

BB are presented using stereophonic earphones to ensure full isolation between left and

right channels. Experimental studies showed that binaural beats are ideally perceived

if the carrier frequencies are around 200Hz, and if the differences between the carrier

frequencies are no more than 30Hz [135, 137]. Other studies suggested that the lower

and higher limits for perceivable stimulating frequencies are 90Hz and 1000Hz respec-

tively [135, 136]. Theories and experimental studies investigating the phenomenon of

binaural beat precept suggest that the application of auditory beats binaural beats with
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specific frequency characteristics to tune the frequency of neuronal oscillations within

the brain. This process is known as brain wave entrainment [135].

The phenomenon of brain wave entrainment was first observed as frequency fol-

lowing responses in EEG signals [138]. Initial observations suggested that brain wave

entrainment can tune cortical EEG potentials to oscillate at frequencies similar to those

of the stimulating binaural beats. This observation was supported by later studies that

showed entrainment effects in almost all EEG frequency bands [139, 140]. Following

these findings, the frequency ranges of binaural beats are conventionally named in lit-

erature following the division of EEG bands as delta (< 4Hz), theta (4− 7Hz), alpha

(7− 13Hz), beta (13− 30Hz), gamma (30− 50Hz). Modern research suggests that

the synchronization of binaural beats and brainwaves at specific frequencies can lead

to changes in mood and cognition. These studies investigated the effect of binaural

beats on different aspects including working memory, visuospatial memory, cognitive

flexibility, anxiety, and emotions [141–145]. In addition, several other studies in litera-

ture specifically investigated the use of different binaural beat frequencies for cognitive

vigilance enhancement.

The study in [31] compared the effects of delta (1.5Hz), theta (4Hz), and beta

(24Hz) binaural beats on vigilance performance. During the experimental studies, par-

ticipants performed a 1-back vigilance test while listening to a single binaural beat fre-

quency at a time. Different visual objects were presented in a random sequence, and the

task was to detect successive repetitions of a specific target object. The assessment crite-

rion in this study was merely based on the statistical comparison of the recorded correct

target detection rates across different conditions. The results suggested that continu-

ous presentation of beta binaural beats for 30 min yielded positive behavioral results in

comparison to the control (no audio tone) and other binaural beat conditions.

The authors in [146] adopted a behavioural assessment approach to investigate

the effect of high-frequency binaural beats on long-term attentional focusing. Specifi-

cally, the performance during a local-global vigilance task was compared between two

audio conditions: continuous 340Hz pure tone (control) and continuous gamma (40Hz)

binaural beat. The local-global test is typically used in psychology to assess selective

attention based on the ability to focus on a specific local or global feature of a target
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stimulus without being distracted by other features [147]. The four target stimuli con-

ditions considered in this study consisted of either a large rectangle or square (global

feature) composed of smaller rectangles or squares (local feature). Participants had to

alternate between responding to a single local or global feature every 4 consecutive tri-

als. A complete task session consisted of a total of 80 global trials and 80 local trials

and lasted for 7 min on average. Statistical comparison of the error rates of the two au-

dio conditions showed no significant differences suggesting that binaural beats did not

impact the participants’ ability to suppress irrelevant feature information. However, the

analysis revealed significant improvement in the reaction time of correct detection in the

presence of binaural beats indicating an overall improvement in attentional focusing.

The study in [148] failed to report positive enhancement effect using short-time

binaural beats. In particular, the effects of theta (7Hz) and beta (16Hz) binaural beats,

presented as 2 min pulses, were investigated during a 13 min zero-back target detec-

tion task. For a single experimental session, the complete 13 min task duration was

divided into eight epochs. Each epoch consisted of a 2 min binaural beat period pre-

ceded and followed by a 2 min and 30 sec resting periods of white noise respectively.

The order of binaural beat presentation was fixed for all subjects. In contrast to the two

previous studies, the adopted assessment approach was mainly based on EEG spectral

analysis. Reaction time data was also investigated. The experimental results showed

that vigilance performance, as measured by the reaction time, was not altered by differ-

ent binaural beat conditions. In addition, no significant differences in cortical frequency

power during the enhancement periods compared to the white noise periods. These re-

sults suggest that short-time and pulsed binaural beat stimulation is ineffective to induce

vigilance enhancement or cortical entrainment effects.

The contradictory results in the previous studies suggest that enhancement ef-

fects are highly sensitive to variability in the design of experimental paradigms. Sev-

eral variables related to the binaural beat stimulus might include the beating and carrier

frequencies, task duration vs. stimuli duration, and stimulus representation sequence.

Other relevant variables might include the number and age of subjects, the type of vig-

ilance task, and the day time of the experiment. It is worth mentioning that the existing

literature specific to the effects on binaural beats on vigilance is insufficient, and that the
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effects of the previously mentioned variable are still unclear. However, studies inves-

tigating the the effect of binaural beats on different cognitive aspects showed positive

enhancement results as indicated by the improvements in the subjects’ performance and

the entrained EEG activity patterns.
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Chapter 4. Methodology

This chapter details the methodology of this thesis. In specific, discussed below

is the adopted experimental protocol to induce and enhance vigilance decrement, the

process of selecting and recruiting participants, the experimental setup to acquire and

record the EEG and behavioral data, and the methods of data analysis.

4.1. Experimental Protocol

4.1.1. Participants. Twenty-seven healthy student volunteers from the Amer-

ican University of Sharjah participated in this study (12 females and 15 males; aged

21 ± 4 years old). The inclusion criteria included having normal hearing, normal or

corrected-to-normal vision, no history of psychiatric or cognitive disorders, no symp-

toms of drug addiction, and no intake of long-term medications. All participants volun-

tarily gave written consent after knowing about the nature of the study, the procedure

to be followed, and the possibility of withdrawing a running session at their wish. The

volunteers did not receive any reimbursement for their participation. The time of the

experiment was restricted between 2 p.m. and 7 p.m. to eliminate the potential effect

of circadian misalignment on cognitive performance [149]. The study protocol was

designed following the declaration of Helsinki and was approved by the Institutional

Review Board at the American University of Sharjah.

4.1.2. Auditory stimulus. Three auditory conditions were considered during

the course of the experimental sessions: 1) no audio, 2) pure sinusoidal tone (R: 250 Hz,

L: 250 Hz), and 3) 16 Hz beta binaural beats (R: 250 Hz, L: 266 Hz). The frequency of

the sinusoidal tones presented to the left and right ears is indicated by L and R respec-

tively. Figure 4 illustrates the presentation of the pure tone and binaural beats stimulus.

The audio files were created via Matlab software (R2013a, Natick, MA, USA) and were

introduced to the participants through a set of stereo earphones (MD827ZM Earpods,

Apple, Sharjah, United Arab Emirates). At the commencement of the experiment, the

desired sound volume was set by the participants. The tones were produced with a min-

imum intensity of 50 dB and were presented continuously with no pulsation to avoid

the impact of the short auditory rests on both the participants’ performance and brain
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activity [122]. Besides, tones were generated at a sampling rate of 48 kHz and were

saved as 32-bit integers to avoid the risk of aliasing or quantization distortion. A 250

Hz base frequency was chosen since it provides a compromise between being audibly

pleasant and perceivable.

(a)

(b)

Figure 4: Presentation of the audio stimulus. (a) A 250 Hz pure sinusoidal tone and (b)
16 Hz beta binaural beats.
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4.1.3. Vigilance task. The vigilance task considered in this study is the in-

congruent Stroop color-word task (I-SCWT). In a typical I-SCWT, a list of incongruent

color words (ex: the word “red” written in yellow front color) is presented to the par-

ticipants. In return, participants are asked to identify only the front colors instead of

reading the words. As such, participants will experience an incongruent cognitive state

when performing a less automated task (i.e. naming the front color) while inhibiting the

interference arising from a more automated semantic task (reading the word) [150–153].

The degree to which participants’ responses are affected by this inference has been used

in many studies as a measure to assess executive or control [154–156], attentional con-

trol [157–159], processing speed [152, 160], and cognitive flexibility [161, 162]. Many

researchers considered the Stroop effect as a case of automatic semantic vigilance in

which response to the negative stimuli becomes more preferential with increasing time-

on-task [163–166]. We believe that the I-SCWT is unique in comparison to traditional

vigilance tasks since it does not fall neatly under the sensory vigilance classification.

Based on nature and the design of the test, the I-SCWT can involve both sensory and

cognitive processes and is thus more suitable to mimic real-life tasks.

In this study, a trial-based computerized and interactive I-SCWT was developed

and presented via Matlab software (R2013a, Natick, MA, USA). Figure 5 shows the

main views of the I-SCWT interface. As shown in Figure 5a a list of instructions in pro-

vided to the participants before starting the task. Following that, task trials are presented

sequentially. For each trial, a single random color word, written in a random front color,

was displayed on the screen. In return, participants were requested to click the button

corresponding to the front color as fast and as accurate as they can. Subject responses

were marked as either ”correct”, ”incorrect”, or ”missed”. After each trial, the reaction

time was recorded, and a feedback message was displayed on the screen. To add an

extra level of attentional challenge and to increases the rate of vigilance decrement, the

background colors of the buttons were randomly set. In Addition, a mock user perfor-

mance indicator that implied a poor performance by the participants in comparison with

their peers was displayed with each trial. Only six response colors were considered -

namely blue, green, red, magenta, cyan, and yellow.
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(a) (b)

(c) (d)

Figure 5: Different views of the I-SCWT interface. (a) Introductory instructions to
participants, (b) pre- and post-task baseline, (c) an incongruent Stroop stimulus, and (d)
post-trial feedback (no response example).

4.1.4. Experimental setup and EEG data acquisition. Figure 6 shows the

experimental and data acquisition setup of this work. During the course of experimen-

tal sessions, surface brain activity was measured using the EEG ANT Neuro Waveg-

uard system. The system consists of a set of 64 Ag/AgCl scalp electrodes configured

in a wearable cap according to the standard 10-20 layout. Figures 7 shows the 10-20

scalp distribution of the EEG electrodes. The ASA Lab software was used to record

the EEG signals and check electrode impedances (ASA Lab 4.9.2 acquisition software,

ANT Neuro, Hengelo, Netherlands). Before recording, all electrode impedances were

reduced to less than 10KΩ by applying a conductive gel layer directly between the elec-

trodes and the subject's head. The AFz electrode was set as the system ground, and

all other electrode signals were referenced to the mastoid electrodes M1 and M2. The

EEG signals were acquired at a sampling rate of 500 Hz. Using a parallel port interface

between the stimulus PC and the EEG recording PC, the data was labeled using event

triggers sent at the instants of stimulus representation and subject responses (i.e. correct,

incorrect, or missed).
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(a)

(b)

Figure 6: Experimental and data acquisition setup. (a) Schematic diagram of experi-
mental setup and (b) actual laboratory setup.
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Figure 7: 10-20 layout of the EEG electrodes. The red channel (AFz) represents the
system ground.

4.1.5. Procedure and task sequence. Figure 8 provides an overview of the

experimental protocol and the I-SCWT sequence. The experiment consisted of two main

scenarios based on three audio conditions: vigilance (no audio) and enhancement (pure

sinusoidal tone or binaural beats). Each participant underwent a single experimental

session, and each of the three conditions included nine randomly assigned participants.

Complete sessions were scheduled on separate days and lasted around one hour, includ-

ing subject preparation and task presentation. During a vigilance session, participants

continuously performed a 30 min I-SCWT. Participants assigned to an enhancement

condition performed the same task while listening to a pure sinusoidal tone or binau-

ral beats. A two min baseline period preceded and followed all task periods (marked

by the appearance of the plus sign (+) on the I-SCWT as shown in Figure 5b ). Upon

arrival, participants completed the informed consent procedure and filled demographic

and health history forms. Following that, the experimenter introduced the vigilance

task and performed a one min demonstration. While doing so, the experimenter pro-

vided clear instructions and answered all the participants’ questions. Participants then

underwent a five min training/warm-up phase, and performance feedback was provided
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upon completion. The average reaction time scored during training was set as the maxi-

mum response time for each I-SCWT trial. Following the EEG setup, participants were

comfortably seated in front of the stimulus PC and were instructed to avoid body move-

ments to ensure the quality of the EEG data. When the experimenter was confident about

the participants’ understanding of all instructions, the actual I-SCWT task phase began.

The experiment was carried out in the Biomedical Systems Laboratory at the American

University of Sharjah. A quiet environment with controlled light and temperature levels

was maintained during the experiment.

Vigilance Enhancement

Session1:   
I-SCWT + +

Session 2:   
I-SCWT + Pure Tone+ +

Session3:   
I-SCWT + Binaural Beats+ +

Consent 
+

Training
+

EEG Setup 

Feedback 

2 min 2 min30 min

Figure 8: Overview of the experimental protocol and the I-SCWT sequence. Differ-
ent sessions were scheduled on separate days, and a single session involved only one
participant.
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4.2. Behavioral Data Processing and Analysis

Behavioral data such as trial reaction time to stimuli and detection accuracy were

collected while solving the task. For a single trial, the reaction time was recorded as

the time between stimulus representation and subject response. The detection accuracy

was calculated based on the number of the color word correctly matched over the total

number of the displayed color word targets. The behavioral data was used as an objective

indication of vigilance decrement or enhancement.

4.3. Functional Connectivity Analysis

4.3.1. EEGdata preprocessing. Before analysis, the raw signals were filtered

to the 0.5 Hz-40 Hz band and re-referenced to the common average. The Independent

Component Analysis was used to correct for eye movement and ECG artifacts. Com-

ponents that appeared to contribute the most to the artifacts, typically two or three, were

excluded, and the remaining ones were used to reconstruct the EEG signal. The EEG

data were then epoched from 0.2s before the stimulus representation triggers to 1s af-

ter. The baseline of each epoch was removed using the 0.2s pre-stimulus data. Finally,

artifactual epochs were identified and rejected by manual inspection. Further analysis

was only restricted to two windows extracted from the first and last five min portions

of the signal, each represented by 83 artifact-free epochs. The preprocessing steps were

performed using Matlab custom scrips based on EEGLAB pop-up functions [167].

4.3.2. Phase locking value estimation. Functional connectivity of within-

band phase synchrony was estimated using the phase-locking value (PLV) statistic. The

PLV quantifies bivariate interactions between time-series signals based on the consis-

tency of their instantaneous relative phases. A popular estimate of the PLV in literature

is based on the magnitude of the circular mean of unity relative phase vectors [168–170].

For two simultaneously recorded signals y(t) and x(t), such relation can be mathemati-

cally formulated as:

PLV = T−1

∣∣∣∣∣ T

∑
t=1

ei(ϕx(t)−ϕy(t))

∣∣∣∣∣ , (7)
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where T is the total number of sampled time points. ϕx(t) and ϕy(t) are the instanta-

neous phase values of x and y respectively at a time point t. The instantaneous relative

phase values were obtained from the analytic representation of the EEG signals using

the Hilbert transform [171]. Given a real signal y(t), its analytic representation z(t) can

be in written in terms of Hilbert transform as:

z(t) = y(t)+ j ỹ(t) = A(t)eϕ(t), (8)

where ỹ(t) is the Hilbert transform of y(t), computed as:

ỹ(t) =
1
π

PV
∫ +∞

−∞

y(τ)
t − τ

dτ, (9)

where PV is the Cauchy principal value. The instantaneous relative phases can be ob-

tained via the Hilbert transform as:

ϕx(t)−ϕy(t) = arctan
x̃(t)y(t)− x(t)ỹ(t)
x(t)y(t)+ x̃(t)ỹ(t)

(10)

The formulation of the PLV follows the hypothesis that connected cortical sig-

nals have instantaneous phases that evolve together [169]. In other words, highly con-

nected signals are time-locked, and their relative phases are constant over time. Figure

9 illustrates concept of PLVs as estimated by equation 7. According to the mathematical

definition, the PLV connectivity quantifies the speediness of the circular distribution of

unity relative phases. The narrower the distribution, the greater the PLV. The PLV is

thus an undirected estimate of functional connectivity with values bounded within the

interval of [0 1] ( the value of 1 reflects the case of absolute synchrony). In comparison

to other functional connectivity estimators, the PLV does not require prior assumptions

regarding the nature of the data and is thus better suited to the analysis of non-linear and

non-stationary neurological signals [169, 172].

For each epoch, PLVs between electrode signals were estimated in the delta δ

(0.1-4 Hz), theta θ (4- 8 Hz), alpha α (8-13 Hz), and beta β (13-30 Hz) frequency

bands. As shown in Figure 10, the statistical significance of the estimated PLVs was

determined by comparison to an empirical distribution of 100 surrogate PLV maps (p <
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0.05). To destroy phase phase dependencies, the surrogate time series were derived

from the original EEG time series with phase randomization in the Fourier domain.

Other aspects of the signals were unchanged. To reduce volume conduction effects,

PLVs corresponding to relative phase distributions with medians equivalent to 0 (mod

π) were excluded [173]. Given that the estimated relative phases by equation 10 are

within the interval [−π/2,π/2], the distributions’ medians were tested against the null

median of 0. The test of median significance was conducted following the conventions

of circular statistics with a significance level of 95% [174]. Each epoch was represented

by four band-specific 62 × 62 adjacency matrices obtained by calculating the PLVs

between all the possible pairs of EEG signals. The adjacency matrices signals were

used in subsequent graph theory analysis.

(a) (b)

(c)

Figure 9: Graphical illustration of the phase-locking value estimate. (a) Possible vol-
ume conduction effect that can be corrected, (b) possible volume conduction effect that
cannot be corrected, and (c) relative phase distribution corresponding to a high PLV.
Colored arrows represent examples of unity relative phase vectors.
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Figure 10: Schematic illustration for the analysis of phase-locking value statistical sig-
nificance and generation of surrogate data.

4.3.3. Network construction and graph theory analysis. Network graph

theoretical analysis was employed to examine and quantify the characteristics of cortical

functional connectivity. The adjacency matrices were converted into full-scale networks

consisting of nodes and weighted edges. Nodes corresponded to the 62 EEG electrode

signals, and edges were represented by the estimated PLVs. In addition, sub-networks

corresponding to the primary left and right frontal, central, temporal, parietal, and oc-

cipital cortical lobes were investigated. Shown in Figure 11 are the nodes constituent

to each sub-network. Graph theory analysis (GTA) was carried out to characterize the

global and local topology of the functional connectivity networks based on the concepts

of node degree, node strength, clustering coefficient, and efficiency. Details about the

definitions and the mathematical formulation of these metrics are provided below.
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Figure 11: Arrangement of the 10-20 EEG electrodes in accordance to the primary left
and right cortical lobes.

4.3.3.1. Node degree. A measure of centrality and that quantifies the impor-

tance of nodes within a network [175]. Mathematically, the local node degree di refers

to the number of edges directly connected to a particular node (excluding self loops)

normalized by the number of possible edges:

di =
1

N −1 ∑
j ̸=i∈N

ai j, (11)

where the elements ai j refer to the edge status between node i and node j (i.e. ai j = 1 if

the edge weight wi j ̸= 0), and N is the total number of nodes within the network. The

global node degree of a network (i.e. the arithmetic mean of all node degrees) reflects

the overall density of connections and is usually used as a basis of comparing different

networks.
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4.3.3.2. Node strength. For a weighted network, the concept of node degree

can be replaced by that of node strength considering edge weights instead of edge status

[176]. Mathematically, the local node strength si is the weighted sum of edges connected

to a node i:

si =
1

N −1 ∑
j ̸=i∈N

wi j (12)

In terms of brain activity, degree centrality (measured by node degree or node

strength) reflects the involvement of cortical regions in information transmission and

processing. Higher degree centralities correspond to densely connected nodes, or in

other words, a higher localized brain activity [175]. Therefore, the degree centrality can

quantitatively analyze the importance of the node in the brain functional network.

4.3.3.3. Network clustering coefficient. A measure network segregation that

quantifies the tendency to which specialized processing occurs between densely inter-

connected nodes [175]. The presence of such groups is quantified based on the concept

of network modules or cliques. Higher presence of cliques within a network indicates

higher segregation or specialized activity. For a node i, the local clustering coefficient

Ci is calculated as the ratio between the sum of the geometric means of all existing 3-

node weighted cliques and the number of all possible cliques. Within an undirected and

weighted network, this can be mathematically expressed as [176]:

Ci =
∑ j ̸=i∈N ∑h̸=(i, j)∈N(wi jw jhwhi)

1/3

si(si −1)
, (13)

4.3.3.4. Network efficiency. The local node efficiency is a measure of func-

tional integration and it quantifies the degree to which specific nodes rabidly combine

specialized information from other distributed nodes within the network [175]. Such

property is characterized based the concept of a path between nodes. Shorter paths

imply stronger potential for integration and thus a higher efficiency of information ex-

change. The local efficiency Ei is mathematically calculated average of the reciprocal
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of the shortest paths to all other nodes within the network [177]:

Ei =
1

N(N −1) ∑
i̸= j∈N

1
Li j

, (14)

where Lij is the length of the shortest path between node i and j. The shortest bath be-

tween two nodes was found via the Dijkstra’s algorithm, such that the sum of the lengths

of its constituent edges is minimized [178–181]. The edge lengths are the reciprocal of

edge weights. conventionally, paths between disconnected nodes are defined to have

infinite lengths. Unlike other measures such as the characteristics path length, the effi-

ciency can be thus meaningfully estimated for disconnected networks as zero, making it

a superior metric of integration. The global versions of the node degree, node strength,

clustering coefficient, and efficiency were obtained from the arithmetic means of their

local versions over all nodes within the network.

Weak network connections estimated form neuroimaging data may be noisy or

spurious. Thus, network thresholding is usually applied before GTA to eliminate weak

edges and to highlight the effect of significant connections [182]. When studying dif-

ferent groups or conditions, it is necessary to compare networks having the same global

density [183]. As such, the observed phenomena will not get biased due to the un-

balanced number of network connections. Herein, sparsity thresholds were applied to

preserve a specific proportion of the most significant edges [184–186]. For example,

a 10% sparsity threshold applied to a network consisting of 62 nodes keeps only the

highest 384 edge weights. No specific standard was applied to select a particular spar-

sity level before the GTA. Instead, a range from 0% to 100% with a step of 5% was

explored. The complete connectivity analysis and GTA was performed via Matlab soft-

ware (R2019a, Natick, MA, USA).
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Chapter 5. Functional Connectivity Analysis under Cognitive Alertness and
Vigilance Decrement States

This chapter provides an in-depth analysis to investigate TOT related changes

in cortical functional connectivity. To recap, the phase-locking value statistic was em-

ployed to reconstruct the cortical connectivity networks under two mental states: cog-

nitive alertness (0-5 min) and vigilance decrement (25-30 min). Different aspects of

the connectivity networks were quantified and compared based on a GTA framework.

Based on reported findings in literature, it was expected that alterations in functional

connectivity due to vigilance decrement will result in a less optimal network topology.

We further hypothesized that these alterations are region and band-specific.

5.1. Changes in Functional Connectivity with Increased Time on Task

To provide an overview of differences in functional connectivity between the two

mental states, Figures 12 to 15 show the plots of the connectivity networks. The edges

represent the grand average PLV weights across subjects. For illustration purposes, the

grand average network was thresholded at a 10% sparsity level. In all frequency bands,

the network patterns showed decreases in connectivity weights under vigilance decre-

ment. Also, distinct connections appeared between different nodes in the two states.

Characterization of these changes using GTA is provided in the following sections.

(a) (b)

Figure 12: Grand averaged weighted connectivity networks in the delta frequency band
under (a) cognitive alertness and (b) vigilance decrement states.
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(a) (b)

Figure 13: Grand averaged weighted connectivity networks in the theta frequency band
under (a) cognitive alertness and (b) vigilance decrement states.

(a) (b)

Figure 14: Grand averaged weighted connectivity networks in the alpha frequency band
under (a) cognitive alertness and (b) vigilance decrement states.

(a) (b)

Figure 15: Grand averaged weighted connectivity networks in the beta frequency band
under (a) cognitive alertness and (b) vigilance decrement states.
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5.2. Full-Scale Global Network Topology Analysis

Figures 16 to 18 compare the full-scale functional networks under alertness

and vigilance decrement states based on their global node strength (NSg), clustering co-

efficient (CCg), and efficiency (Eg), respectively. Plotted are the mean values with error

bars indicating the standard error around the mean. To consider the effect of network

sparsity level, the estimated metrics were plotted against a full sparsity range of 0% to

100% with a step of 5%. At each sparsity level, a paired sample t-test was employed

to test the statistical significance of differences between the two cognitive states. The

asterisks on the plots indicate a significant effect of cognitive state (∗ : p < 0.05, ∗∗ :

p < 0.01).

As shown in Figure 16, when the network sparsity increases, the NSg also in-

creases under both cognitive states and in all frequency bands. Such a pattern is ex-

pected since higher sparsity levels account for a higher number of edges, resulting in

more dense networks. In addition, the effect of cognitive state was statistically signifi-

cant over a wide sparsity range in all bands (i.e > 20%). As shown in Figures 16c and

16d, the NSg under alertness was significantly higher than that under vigilance decre-

ment over a the full sparsity range in the alpha and beta bands (p < 0.05). In the delta

(Figure 16a) and theta (Figure 16b) bands, statistical significance between the two cog-

nitive states became more evident for sparsities higher than 40% (p < 0.01). As shown

in Figures 17 and 18 , the CCg and the Eg of the network followed a similar increasing

pattern to that of the NSg with the increase in sparsity level. However, differences in

the CCg between the two cognitive states were significant over a smaller sparsity range

of 35% to 100%. As shown in Figures 17a, 17b,18a, and 18b, the effect of cognitive

state in the delta and theta bands was more significant (p < 0.01) for higher sparsity

levels (i.e.> 40%). Subsequent results were obtained from the integral over a sparsity

range of 50% to 95% to avoid potential biasing effects of selecting a particular thresh-

old [187, 188]. This range was selected due to the following reasons: (1) differences

between the two cognitive levels are significant for all GTA metrics, (2) for each mental

state, the global GTA metrics are relatively constant, and (3) a sparsities down to 50%

are enough to eliminate insignificant connections while preserving the structure of the

underlying small world network [189].
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(a) (b)

(c) (d)

Figure 16: Comparison between the global node strength of the full-scale network under
alertness and vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (d) beta
bands. Plotted are the mean values across subjects with error bars indicating the standard
error. The asterisks indicate a significant effect of cognitive state (∗ : p < 0.05, ∗∗ : p <
0.01).
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(a) (b)

(c) (d)

Figure 17: Comparison between the global clustering coefficient of the full-scale net-
work under alertness and vigilance decrement states in the (a) delta, (b) theta, (c) alpha,
and (d) beta bands. Plotted are the mean values across subjects with error bars indi-
cating the standard error. The asterisks indicate a significant effect of cognitive state
(∗ : p < 0.05, ∗∗ : p < 0.01).
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(a) (b)

(c) (d)

Figure 18: Comparison between the global efficiency of the full-scale network under
alertness and vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (d) beta
bands. Plotted are the mean values across subjects with error bars indicating the standard
error. The asterisks indicate a significant effect of cognitive state (∗ : p < 0.05, ∗∗ : p <
0.01).
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5.3. Full-Scale Local Network Topology Analysis

Figures 19 to 21 show the scalp maps of the full-scale local node strength, clus-

tering coefficient, and efficiency. The mapped values represent the grand average across

subjects. For each electrode (node), a paired sample t-test was employed to test the

statistical significance of differences in local topology between alertness and vigilance

decrement cognitive states. The asterisks (*) on the maps indicate a statistically signif-

icant difference (p < 0.01).

The results of the local nodal strength in Figure 19 show general full-scale de-

ceases in connectivity under vigilance decrment in all frequency bands. In addition,

high connectivity at the frontal electrodes (i.e. Fp1, Fpz, and Fp2) was observed under

alertness and significantly decreased under vigilance decrement state. In the delta fre-

quency band, local node strengths decreased at most of the electrodes under vigilance

decrement. In the theta band, high local node strengths were observed at the occipi-

tal electrodes (i.e. POz, O1, Oz, and O2) under alertness state and slightly decreased

with increasing TOT. All central and a few and temporal (i.e T7 and T8) node strengths

significantly decreased under vigilance decrement. In the alpha band, high temporal

and temporo-parietal node strengths were observed under alertness state (i.e. FT7, P5,

P7, TP7, PO7, CP5, and C5 electrodes). The paired sample t-test at the electrode level

showed significant decrements at the central (i.e. FC5, FC1, FC2, FC6) and occipi-

tal electrodes under vigilance decrement. The beta frequency band showed the high-

est connectivity at all electrodes under alertness state. Significant frontal and central

decrements were observed under vigilance decrement (i.e. F1, Fz, F3, Fz, F4, F8, FC5,

FC1,FC2, FC6, C3, CZ, and C4 electrodes). As shown in Figure 20, the full-scale local

clustering coefficient generally decreased under vigilance decrement in all frequency

bands. Interestingly, higher frequency networks (i.e alpha and beta) revealed increased

functional segregation under the alertness state. Also, the lower frequency networks

(i.e. delta and theta) showed significant decrements at all electrodes under vigilance

decrement. Likewise, the local efficiency showed a frequency-specific decreasing con-

nectivity pattern as shown in Figure 21.
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(a) (b) (c) (d)

Figure 19: Scalp topographical maps of the local node strengths under alertness and
vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (b) beta frequency
bands. The mapped values represent the grand average across subjects. The asterisks
(*) indicate a statistically significant local difference between the two cognitive states
(p < 0.01).

(a) (b) (c) (d)

Figure 20: Scalp topographical maps of the local clustering coefficients under alertness
and vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (b) beta frequency
bands. The mapped values represent the grand average across subjects. The asterisks
(*) indicate a statistically significant local difference between the two cognitive states
(p < 0.01).
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(a) (b) (c) (d)

Figure 21: Scalp topographical maps of the local efficiency under alertness and vigilance
decrement states in the (a) delta, (b) theta, (c) alpha, and (b) beta frequency bands. The
mapped values represent the grand average across subjects. The asterisks (*) indicate a
statistically significant local difference between the two cognitive states (p < 0.01).

5.4. Analysis of Inta-Regional Connectivity Patterns

Based on the results discussed in the previous sections, we further hypothesized

that TOT alterations in EEG functional connectivity are region and band-specific. In

particular, we investigated whether vigilance decrement can be indicated by reduced

functional connectivity in distinct brain regions and frequency bands. Regional connec-

tivity was investigated for 10 cortical regions of interest (ROI). To reacap, each cortical

ROI was represented by a sub-network consisting of its corresponding EEG electrodes

and the PLV edges between them (see Figure 11 ). Regional sub-networks under alert-

ness (0-5 min time window) and vigilance decrement (25-30 min time window) cogni-

tive states were characterized by their NDg, NSg, CCg, and Eg.

Following our hypothesis, a series of statistical tests were performed on the esti-

mated GTA metrics for the regional sub-networks. For each GTA metric and frequency

band, we performed a factorial repeated-measures ANOVA, with two within-subject

factors: 1) cognitive state (alertness and vigilance decrement) and 2) brain region (left

and right frontal, temporal, central, parietal, and occipital regions). Greenhouse Geisser

correction was employed if the sphericity assumption was not met. As a follow up to the

2-way ANOVA test,a post-hoc pair-wise comparisons were performed to identify signif-
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icant regional changes between alertness and vigilance decrement states. Fisher’s LSD

multiple comparison correction was employed. The significance level for all tests was

set to 5%. The statistical analysis was based on the averaged values across all epochs

for each subject. IBM SPSS Statistics software, version 25 (IBM Corp., Armonk, N.Y.,

USA) was used to perform the complete statistical analysis.

Figures 22 to 25 show the heat-maps for the regional NDg, NSg, CCg, and Eg, re-

spectively under alertness and vigilance decrement states. The mapped values represent

the grand averages across subjects. The asterisks (*) indicate a statistically significant

regional difference between the two cognitive states (p < 0.01). Table 1 summarizes

the 2-way repeated ANOVA results. For each frequency band and each GTA metric,

provided are the p-values for the effect of the cognitive state factor, the brain region

factor, and their interaction. Discussed below are the statistical analysis results for each

frequency band:

• In the delta frequency band, the analysis showed a significant main effect of

the cognitive state factor for NSg (F1,8 = 14.12, p = 0.006), CCg (F1,8 = 13.07,

p = 0.007), and Eg (F1,8 = 16.32, p < 0.001). Similarly, the main effect of brain

regions was significant for NSg (F9,72 = 4.24, p = 0.026), CCg (F9,72 = 32.08,

p < 0.001), and Eg (F9,72 = 6.91, p = 0.005). No significant interaction ef-

fects between the cognitive state factor and the brain region factor were observed.

Pairwise multiple comparisons showed that all the GTA metrics significantly de-

creased under vigilance decrement for the left and right frontal and central net-

works. Moreover, the NSg, CCg, and Eg metrics showed decrements in the left

and right parietal networks.

• In the theta frequency band, the main effect of cognitive state was significant

for NSg (F1,8 = 16.89, p = 0.003), CCg (F1,8 = 19.11, p = 0.002), and Eg

(F1,8 = 14.53, p = 0.005). Significant differences due to the brain region fac-

tor were only evident for CCg (F9,72 = 29.05, p < 0.001) and Eg (F9,72 = 5.28,

p = 0.032). Interaction effects were not significant for any of the GTA metrics.

Pairwise comparisons showed that the NSg, CCg, and Eg metrics significantly
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decreased under vigilance decrement for the left and right frontal and central net-

works. Regional decrements revealed by the NDg metric were only significant

for the left parietal network.

• In the alpha frequency band, the cognitive state factor had a significant main

effect for NSg (F1,8 = 6.70, p = 0.032), CCg (F1,8 = 6.57, p = 0.033), and Eg

(F1,8 = 6.69, p = 0.032). Similarly, the effect of the brain region factor was also

significant for NSg (F9,72 = 5.82, p = 0.018), CCg (F9,72 = 43.25, p < 0.001),

and Eg (F9,72 = 11.96, p = 0.001). Non of the interaction effects for any of the

GTA metrics were significant. Pairwise multiple comparisons revealed signifi-

cant decrements for the left frontal network for all GTA metrics. Moreover, the

NSg, CCg, and Eg metrics significantly decreased under vigilance decrement for

the left and right central and parietal networks. Moreover, the NSg, CCg, and

Eg metrics showed decrements in the left and right parietal networks. Regional

decrements revealed by the NDg metric were also significant for the right central

network.

• In the beta frequency band, the main effect of the cognitive state factor was sig-

nificant for NSg (F1,8 = 5.50, p = 0.032) and Eg (F1,8 = 5.83, p = 0.042). How-

ever, the effect of the brain region factor was statistically significant for all GTA

metrics: NDg (F9,72 = 6.15, p = 0.001), NSg (F9,72 = 9.71, p < 0.001), CCg

(F9,72 = 86.29, p < 0.001), and Eg (F9,72 = 18.42, p < 0.001). Interestingly,

significant interactions between the cognitive state and brain region factors were

found for NDg (F9,72 = 3.41, p = 0.002) and CCg (F9,72 = 3.42, p = 0.042). Pair-

wise comparisons revealed significant decrements for the left parietal network for

all GTA metrics. Moreover, the NSg, CCg, and Eg metrics significantly decreased

under vigilance decrement for the left and right frontal and central networks. Re-

gional decrements revealed by the NSg and Eg metrics were also significant for

the left temporal networks. The NSg significantly decreased in the right frontal

and central networks under vigilance decrement.
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(a) (b)

Figure 22: Heats maps for regional global node degree in different frequency bans un-
der alertness and vigilance decrement states. The mapped colors represent the grand
average across subjects. The asterisks (*) indicate a statistically significant difference
between the two cognitive states (p < 0.05). The L and R denote a left and right net-
work, respectively.

(a) (b)

Figure 23: Heats maps for regional global node strength in different frequency bans
under alertness and vigilance decrement states. The mapped colors represent the grand
average across subjects. The asterisks (*) indicate a statistically significant difference
between the two cognitive states (p< 0.05). The L and R denote a left and right network,
respectively.
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(a) (b)

Figure 24: Heats maps for regional global clustering coefficient in different frequency
bans under alertness and vigilance decrement states. The mapped colors represent the
grand average across subjects. The asterisks (*) indicate a statistically significant dif-
ference between the two cognitive states (p < 0.05). The L and R denote a left and right
network, respectively.

(a) (b)

Figure 25: Heats maps for regional global efficiency in different frequency bans un-
der alertness and vigilance decrement states. The mapped colors represent the grand
average across subjects. The asterisks (*) indicate a statistically significant difference
between the two cognitive states (p < 0.05). The L and R denote a left and right net-
work, respectively.
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Table 1: P-values for the ANOVA tests on the GTA metrics in different frequency bands.

Factor Delta (δ ) Theta (θ) Alpha (α) Beta (β )

Global Node Degree (ND)
Cognitive State 0.084 0.163 0.500 0.259
Brain Region 0.527 0.478 0.058 0.001
Cognitive State × Brain Region 0.129 0.423 0.589 0.002

Global Node Strength (NS)
Cognitive State 0.006 0.003 0.032 0.047
Brain Region 0.026 0.194 0.018 <0.001
Cognitive State × Brain Region 0.134 0.171 0.345 0.059

Global Clustering Coefficient (CC)
Cognitive State 0.007 0.002 0.033 0.053
Brain Region <0.001 <0.001 <0.001 <0.001
Cognitive State × Brain Region 0.124 0.156 0.187 0.024

Global Efficiency (E)
Cognitive State 0.004 0.005 0.032 0.042
Brain Region 0.005 0.032 0.001 <0.001
Cognitive State × Brain Region 0.129 0.093 0.227 0.080

Note: Bolded values indicate significant effects.

5.5. Hemispheric Asymmetry of Intra-Regional Networks

Many studies have revealed differences between the functional organization of

the left and right cortical hemispheres. Most of these studies suggested functional hemi-

spheric asymmetry as a meaningful biomarker underlying variation of cortical activity

under different cognitive states. To assess TOT effects on the asymmetry of regional

connectivity patterns, we propose a novel laterality index based on the intra-regional

GTA metrics:

LI =
R−L
R+L

, (15)

where R and L correspond to the estimated global GTA metrics for the right and left

sub-networks, respectively. Equation 15 yields a LI value within the interval [−1,1],

with positive values indicating right regional dominance and vice versa. For each corti-

cal sub-network, band-specific laterality indices were computed based on the NDg, NSg,
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CCg, and Eg metrics. As such, the proposed LI can quantify regional differences in con-

nection density, information transfer, functional integration, and functional segregation

across the left and right hemispheres. Significant leftward or rightward dominances

were only considered for LI distributions with means statistically different form zero

(P < 0.05). The computed laterality indices were also statistically compared between

the two cognitive states using a paired sample t-test.

5.5.1. Connection density. Figure 26 compares the regional LIs of the global

node degree under alertness and vigilance decrement states. Plotted are the mean LI

values with error bars representing the standard error. The plus symbol (+) indicates a

significant asymmetry or LI, and the asterisks symbol (*) indicates a statistically differ-

ent LI between the two mental states. As shown in Figure 26a, no significant regional

asymmetries were observed in the delta frequency band. In the theta frequency band,

significant leftward and rightward asymmetry was observed under vigilance decrement

for the frontal and central networks, respectively. In the alpha frequency band, the

frontal network showed a statistically significant rightward density under both alertness

and vigilance decrement states. The central network showed a minor left asymmetry

under alertness that increased to be significant under vigilance decrement. In the beta

frequency band, the frontal and temporal networks showed significant leftward asym-

metry under vigilance decrement and alertness states, respectively. Connectivity density

within the right parietal network was statistically significant under vigilance decrement.

5.5.2. Information transfer. Figure 27 compares the regional LIs of the global

node strength under alertness and vigilance decrement states. Plotted are the mean LI

values with error bars representing the standard error. The plus symbol (+) indicates a

significant asymmetry or LI, and the asterisks symbol (*) indicates a statistically differ-

ent LI between the two mental states. As shown in Figure 27a, no significant regional

asymmetries were observed in the delta frequency band. In the theta frequency band,

the frontal network showed a statistically significant leftward information transfer under

both alertness and vigilance decrement. The parietal region maintained a right hemi-

spheric dominance under the two mental states. The central network showed a minor
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right asymmetry under alertness that increased to be significant under vigilance decre-

ment. Asymmetries observed for the temporal and occipital regions under both mental

states were statistically insignificant. In the alpha band, information transfer within

the temporal network showed a significant rightward asymmetry under both alertness

and vigilance decrement. On the other hand, the parietal region maintained left domi-

nance between the two mental states. The central network showed an insignificant right

asymmetry under alertness that increased to be significant under vigilance decrement.

Differences between the left and right hemispheric activity in the frontal and occipi-

tal regions were not significant under both mental states. In the beta band, information

transfer within the left frontal and temporal networks was statistically higher under alert-

ness. For vigilance decrement, left dominance was observed for the frontal activation,

and right dominance was observed for the parietal activation. The laterality indices for

the central and occipital networks were statistically insignificant under the two mental

states.

5.5.3. Functional segregation. Figure 28 compares the regional LI of the

global clustering coefficient under alertness and vigilance decrement states. Plotted

are the mean LI values with error bars representing the standard error. The plus sym-

bol (+) indicates a significant asymmetry or LI, and the asterisks symbol (*) indicates

a statistically different LI between the two mental states. In the delta frequency band,

rightward asymmetric functional segregation was only evident in the temporal network

under vigilance decrement state. Asymmetries observed for other regional networks un-

der both mental states were statistically insignificant. In the theta frequency band, the

frontal network showed a statistically significant leftward functional segregation un-

der both alertness and vigilance decrement. The parietal network showed a minor right

asymmetry under alertness that increased to be significant under vigilance decrement.

Asymmetries observed for the temporal, central, and occipital regions statistically in-

significant for both mental states. In the alpha frequency band, functional segregation

within the frontal network showed a slight rightward asymmetry under alertness that

increased to be significant under vigilance decrement. In addition, the central network

showed a slight leftward asymmetry under alertness that increased to be significant un-
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der vigilance decrement. Both the temporal and parietal networks maintained left dom-

inance under both mental states. The occipital network showed a significant left domi-

nance under alertness state only. In the beta frequency band, functional segregating of

the frontal networks showed leftward dominance under both mental states. The slight

rightward asymmetry of the parietal network under alertness state increased with TOT

to become statistically significant under vigilance decrement state. The temporal, cen-

tral and occipital networks did not show significant differences between left and right

functional segregation.

5.5.4. Functional integration. Figure 29 compares the regional LI of the

global efficiency under alertness and vigilance decrement states in the delta, theta, alpha,

and beta frequency bands. Plotted are the mean LI values with error bars representing the

standard error. The plus symbol (+) indicates a significant asymmetry or LI, and the as-

terisks symbol (*) indicates a statistically different LI between the two mental states. As

shown in Figure 29a, no significant asymmetries of regional functional integration were

observed in the delta frequency band. In the theta frequency band, the frontal network

showed a statistically significant leftward functional integration under alertness and vig-

ilance decrement. The parietal region maintained a right hemispheric dominance under

the two mental states. The central network showed a minor right asymmetry under alert-

ness that significantly increased under vigilance decrement. Asymmetries observed for

the temporal and occipital regions under both mental states were statistically insignif-

icant. In the alpha band, functional integration within the temporal network showed a

significant rightward asymmetry under both alertness and vigilance decrement. The cen-

tral network showed an insignificant leftward asymmetry under alertness that increased

to be significant under vigilance decrement. On the other hand, leftward asymmetry of

the parietal network was only significant under alertness states. Differences between the

left and right hemispheric activity in the frontal and occipital regions were statistically

insignificant under both mental states. In the beta band, functional integration within the

left temporal networks was statistically higher under alertness state only. For vigilance

decrement, right dominance was observed for the parietal network only. The lateral-
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ity indices for the frontal, central, and occipital networks were statistically insignificant

under the two mental states.

(a) (b)

(c) (d)

Figure 26: Comparison between the node strength laterality indices under alertness and
vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (d) beta frequency
bands. Plotted are the mean values across subjects with error bars indicating the standard
error. The plus symbol (+) indicates a significant asymmetry or LI, and the asterisks
symbol (*) indicates a statistically different LI between the two mental states.
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(a) (b)

(c) (d)

Figure 27: Comparison between the node strength laterality indices under alertness and
vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (d) beta frequency
bands. Plotted are the mean values across subjects with error bars indicating the standard
error. The plus symbol (+) indicates a significant asymmetry or LI, and the asterisks
symbol (*) indicates a statistically different LI between the two mental states.
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(a) (b)

(c) (d)

Figure 28: Comparison between the clustering coefficient laterality indices under alert-
ness and vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (d) beta
frequency bands. Plotted are the mean values across subjects with error bars indicating
the standard error. The plus symbol (+) indicates a significant asymmetry or LI, and the
asterisks symbol (*) indicates a statistically different LI between the two mental states.
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(a) (b)

(c) (d)

Figure 29: Comparison between the efficiency laterality indices under alertness and
vigilance decrement states in the (a) delta, (b) theta, (c) alpha, and (d) beta frequency
bands. Plotted are the mean values across subjects with error bars indicating the standard
error. The plus symbol (+) indicates a significant asymmetry or LI, and the asterisks
symbol (*) indicates a statistically different LI between the two mental states.

70



5.6. Classification Analysis for Detection of Vigilance Decrement

Machine learning classification analysis was employed to evaluate the effec-

tiveness of detecting vigilance decrement based on regional connectivity patterns. Our

primary focus was to discover which brain regions provide the highest detection accu-

racy. Five different feature sets were investigated for each regional sub-network based

on the estimated GTA metrics. Each of the node degree(ND), node strength (NS), clus-

tering coefficient (CC), and efficiency (EFF) features were obtained by concatenating

the corresponding band-specific GTA metrics, resulting in a 1× 4 feature set for each

epoch. Moreover, the All feature was obtained by concatenating the previous features

resulting in a 1×16 set. To further emphasize potential asymmetry patterns, the same

feature sets were extracted for two additional sub-networks corresponding to all left and

all right electrodes. A support vector machine (SVM) model with a Gaussian kernel was

employed to classify two mental states: alertness and vigilance decrement. The model’s

performance, especially its robustness against subject differences, was evaluated based

on a leave-one-subject-out (LOSO) cross-validation scheme. In analogy to the typical

K-fold cross-validation, the testing set in each iteration consisted of the 166 epochs of a

single participant (83 epochs for each class). As such, observations from the same par-

ticipant were never mixed between training and testing sets, thus eliminating potential

bias toward high fake accuracies. In each validation iteration, tuning of the kernels space

and regularization strength parameters was done via Bayesian optimization. Optimiza-

tion was based on minimizing the cross-validation loss.The remaining hyperparameters

parameters were set to the default values in Matlab. Finally, the quantification of classi-

fication performance was based on detection accuracy, sensitivity, and specificity, with

vigilance decrement considered as the positive class. The complete classification anal-

ysis was performed via Matlab software (R2019a, Natick, MA, USA). The obtained

results using different feature sets are discussed below in details.

Tables 2 to 4 show the overall classification results for different cortical sub-

networks and using different GTA feature sets. The values presented in the tables rep-

resent the average ± the standard deviations of the classification accuracy, sensitivity,

and specificity across folds. The results show that the right cortical sub-networks gener-

ally provided better classification performance in comparison to the left sub-networks,
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regardless of the used feature set. In specific, the right central sub-network gave the

best classification result (accuracy = 84.27%, sensitivity= 87.42%, and specificity =

81.12% ) using the CC feature set. On the other hand, the left frontal sub-network

showed the worst performance for all feature sets. Specifically, using the ND feature

set, the left frontal network gave the smallest classification accuracy of 39.36%. These

observations indicate that the right hemisphere is generally more sensitive to vigilance

decrement. Also, the accuracy for the all right sub-network was higher than the all left

sub-network, further confirming the superior sensitivity of the whole right hemisphere

to vigilance decrement. It is worth mentioning that concatenating the four GTA feature

sets for each cortical region did not improve the classification performance, and the re-

sults were comparable to those obtained from single feature sets. This might be due to

the high correlation betwwen the feature sets.

Table 2: Classification accuracy (%) for different cortical sub-networks using different
GTA feature sets

ND NS CC EFF All GTA
(mean ± std) (mean ± std) (mean ± std) (mean ± std) (mean ± std)

Left Frontal 39.36 ± 6.96 37.39 ± 5.19 47.72 ± 5.91 44.38 ± 13.37 43.17 ± 17.77
Right Frontal 72.36 ± 10.15 81.19 ± 8.88 78.71± 6.72 74.30 ± 9.01 79.59 ± 14.41

Left Temporal 49.26 ± 6.29 47.52 ± 9.88 48.33 ± 6.61 51.47 ± 7.34 46.72 ± 8.64
Right Temporal 67.94 ± 8.95 80.05 ± 10.77 62.91 ± 9.63 72.56 ± 12.47 77.31 ± 11.53

Left Central 56.02 ± 13.03 54.15 ± 6.81 46.32 ± 10.44 53.88 ± 6.46 55.89 ± 5.71
Right Central 70.88 ± 10.65 79.45 ± 10.91 84.27 ± 9.15 76.97 ± 12.20 78.98 ± 11.28

Left Parietal 52.81 ± 8.37 55.29 ± 9.44 55.62 ± 10.91 57.56 ± 10.59 54.82 ± 7.87
Right Parietal 67.74 ± 11.09 71.35 ± 9.35 62.72 ± 13.03 66.27 ± 12.49 61.58 ± 10.66

Left Occipital 47.32 ± 5.74 47.52 ± 13.59 49.73 ± 12.31 49.87 ± 10.26 52.14 ± 9.69
Right Occipital 72.16 ± 2.77 68.54 ± 11.92 59.84 ± 13.85 71.49 ± 13.36 68.61 ± 9.67

All Left 66.13 ± 13.39 63.99 ± 13.59 52.61 ± 8.60 61.18 ± 15.62 67.00 ± 16.86
All Right 70.75 ± 13.30 72.96 ± 18.79 76.17 ± 8.56 72.16 ± 24.11 73.23 ± 18.42
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Table 3: Classification sensitivity (%) for different cortical sub-networks using different
GTA feature sets

ND NS CC EFF All GTA
(mean ± std) (mean ± std) (mean ± std) (mean ± std) (mean ± std)

Left Frontal 34.54 ±13.75 44.85 ±12.52 49.4 ±18.78 42.17 ±12.11 42.17 ±17.1
Right Frontal 82.33 ±15.28 89.29 ±10.6 86.35 ±11.01 81.26 ±10.3 91.57 ±11.19

Left Temporal 44.18 ±11.96 52.07 ±22.39 58.63 ±21.83 56.09 ±16.11 51.14 ±14.32
Right Temporal 77.11 ±10.89 83.8 ±13.91 90.5 ±6.53 77.91 ±10.83 79.92 ±16.4

Left Central 59.17 ±23.95 54.75 ±11.29 52.61 ±22.62 49.4 ±19.76 61.58 ±20.07
Right Central 78.31 ±11.67 82.2 ±19.28 87.42 ±9 79.79 ±21.81 80.32 ±19.94

Left Parietal 56.89 ±14.02 59.17 ±21.04 74.83 ±19.3 62.65 ±18.31 59.17 ±16.27
Right Parietal 77.51 ±12.91 86.21 ±11.26 82.73 ±14.98 81.93 ±21.98 69.21 ±17.76

Left Occipital 42.84 ±20.9 48.86 ±16.44 51.27 ±22.75 60.64 ±16.34 56.89 ±17.22
Right Occipital 82.73 ±17.97 79.79 ±23.55 64.26 ±24.83 80.46 ±17.3 78.85 ±17.7

All Left 70.15 ±12.25 69.08 ±14.36 52.61 ±16.4 67.07 ±17.36 73.36 ±18.22
All Right 78.85 ±19.97 76.31 ±22.46 78.58 ±13.83 76.44 ±24.68 78.98 ±20.55

Table 4: Classification specificity (%) for different cortical sub-networks using different
GTA feature sets

ND NS CC EFF All GTA
(mean ± std) (mean ± std) (mean ± std) (mean ± std) (mean ± std)

Left Frontal 44.18 ±15.88 49.93 ±13.03 46.05 ±17.54 46.59 ±16.02 44.18 ±30.11
Right Frontal 62.38 ±20.91 73.09 ±15.36 71.08 ±17.03 67.34 ±12.48 67.6 ±29.44

Left Temporal 54.35 ±8.86 42.97 ±16.81 38.02 ±18.76 46.85 ±16.48 42.3 ±15.93
Right Temporal 58.77 ± 14.6 76.31 ±15.89 35.34 ±17.41 67.2 ±21.25 74.7 ±15.52

Left Central 52.88 ± 25.57 53.55 ±18.59 40.03 ±15.68 58.37 ±16.31 50.2 ±22.26
Right Central 63.45 ±21.44 76.71 ±12.75 81.12 ±13.86 74.16 ±12.3 77.64 ±11.88

Left Parietal 48.73 ±22.01 51.41 ±16.11 36.41 ±18.12 52.48 ±18.61 50.47 ± 16.96
Right Parietal 57.97 ±19.43 56.49 ±16.23 42.7 ±20.22 50.6 ±20.46 53.95 ±19.52

Left Occipital 51.81 ±16.23 46.18 ±19.45 48.19 ±26.71 39.09 ±14.79 47.39 ±22.31
Right Occipital 61.58 ±14.09 57.3 ±24.41 55.42 ±27.58 62.52 ±23.87 58.37 ±24.31

All Left 62.12 ±19.83 58.9 ±25.48 52.61 ±24.74 55.29 ±28.26 60.64 ±30.3
All Right 62.65 ±18.13 69.61 ±27.27 73.76 ±15.53 67.87 ±31.27 67.47 ±27.25
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Chapter 6. Vigilance Enhancement Using Auditory Stimulation

This chapter investigates the effect of auditory stimulation on the participants’

behavioral performance and cortical functional connectivity while performing the I-

SCWT. We hypothesized that stimulation through a 250Hz pure sinusoidal tone (PSTS)

or 16Hz binaural beats (BBS) could enhance cortical connectivity and vigilance per-

formance. Under different auditory conditions, band-specific full-scale PLV networks

were constructed for two vigilance levels: level 1 corresponded to the task time be-

tween 0-5 min, and leve1 2 corresponded to the time between 25-30 min. For each

auditory stimulus condition (PSTS or BBS), GTA was employed at different sparsity

thresholds to characterize the effect of TOT on the global topology of the constructed

networks. The global topologies of the networks was quantified based on their global

node strengths, clustering coefficients, and efficiencies. Moreover, statistical analysis

was employed on the estimated GTA metrics to determine whether auditory stimula-

tion induced significant improvements in cortical functional connectivity. Indications

of vigilance enhancement were further explored by the analysis of behavioral data with

increased TOT. As mentioned earlier in the methodology chapter, each audio condition

included nine randomly assigned participants, with no significant age or gender differ-

ences.

6.1. Full-Scale Global Network Analysis at Different Sparsity Thresholds

6.1.1. Pure sinusoidal tone condition. Figures 30 to 32 compare the full-scale

networks reconstructed for the two vigilance levels under the PSTS condition based on

their NSg, CCg, and Eg, respectively. For each time window, the mean of the GTA met-

rics over all participants and the standard error was plotted as a function of the network

sparsity level. A full sparsity range of 0% to 100% with a step of 5% was considered.

At each sparsity level, a paired sample t-test was employed to test the statistical sig-

nificance of differences between the two cognitive states. The results show that the

estimated global metrics generally increase when increasing the network sparsity in all

frequency bands. Such a pattern is expected since higher sparsity levels account for a

higher number of edges, resulting in more dense networks. In addition, this increasing
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pattern was also observed for the full-scale results under the no audio condition (see Fig-

ures 16 to 18 in chapter 5). Generally, the paired sample t-tests showed no significant

differences between the two vigilance levels over the full sparsity range in all frequency

bands. Also, the range of the GTA metrics under this condition (i.e. [0,0.6]) is bigger

than that under the no audio condition (i.e. [0, 0.3]). These observations indicate an

enhanced full-scale cortical connectivity as a result of PSTS. To be consistent with the

approach followed in chapter 5, subsequent PSTS results were obtained from the inte-

gral over a sparsity range of 50% to 95%. This range is enough to eliminate insignificant

connections while preserving the structure of the underlying small world network [189].

6.1.2. Binaural beats condition. Figures 33 to 35 compare the full-scale net-

works reconstructed for the two vigilance levels under the BBS condition based on their

NSg, CCg, and Eg, respectively. For each time window, the mean of the GTA metrics

over all participants and the standard error was plotted as a function of the network spar-

sity level (0% to 100% with a step of 5%). At each sparsity level, a paired sample t-test

was employed to test the statistical significance of differences between the two cognitive

states. The results show that the estimated global metrics generally increase when in-

creasing the network sparsity in all frequency bands. This pattern is in accordance with

the results obtained for the no audio and PSTS conditions. In all frequency bands and

for all GTA metrics, paired sample t-tests showed no significant differences between the

two vigilance levels over the full sparsity ranges. Also, the range of the GTA metrics

under this condition (i.e. [0,0.6]) is similar to that under PSTS but is bigger than that un-

der the no audio condition (i.e. [0, 0.3]). This indicates an enhanced full-scale cortical

connectivity as a result of BBS in comparison to the no audio condition. However, the

results show similar global characteristics under both PSTS and BBS conditions. This

suggests that BBT stimulation did not induce further cortical entrainment effects nor en-

hanced the global full-scale connectivity. To be consistent with the approach followed

in chapter 5, subsequent BBS results were obtained from the integral over the sparsity

range of 50% to 95%. This range is enough to eliminate insignificant connections while

preserving the structure of the underlying small world network [189].
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(a) (b)

(c) (d)

Figure 30: Comparison between the global node strengths of the full-scales networks
under the two vigilance levels of the pure tone condition and in the (a) delta, (b) theta,
(c) alpha, and (d) beta bands. Plotted are the mean values across subjects with error bars
indicating the standard error.
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(a) (b)

(c) (d)

Figure 31: Comparison between the global clustering coefficients of the full-scales net-
works under the two vigilance levels of the pure tone condition in the (a) delta, (b) theta,
(c) alpha, and (d) beta bands. Plotted are the mean values across subjects with error bars
indicating the standard error.
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(a) (b)

(c) (d)

Figure 32: Comparison between the global efficiencies of the full-scales networks under
the two vigilance levels of the pure tone condition in the (a) delta, (b) theta, (c) alpha,
and (d) beta bands. Plotted are the mean values across subjects with error bars indicating
the standard error.

78



(a) (b)

(c) (d)

Figure 33: Comparison between the global node strengths of the full-scales networks
under the two vigilance levels of the binaural beats condition in the (a) delta, (b) theta,
(c) alpha, and (d) beta bands. Plotted are the mean values across subjects with error bars
indicating the standard error.
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(a) (b)

(c) (d)

Figure 34: Comparison between the global clustering coefficients of the full-scales net-
works under the two vigilance levels of the binaural beats condition in the (a) delta, (b)
theta, (c) alpha, and (d) beta bands. Plotted are the mean values across subjects with
error bars indicating the standard error.
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(a) (b)

(c) (d)

Figure 35: Comparison between the global efficiencies of the full-scales networks under
the two vigilance levels of the binaural beats condition in the (a) delta, (b) theta, (c)
alpha, and (d) beta bands. Plotted are the mean values across subjects with error bars
indicating the standard error.
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6.2. Comparison Between Different Auditory Conditions

6.2.1. Behavioral analysis. The behavioral performance under the three audio

conditions was evaluated based on changes in the participants’ response reaction time

and detection accuracy. The behavioral data collected during the 30 min I-SCWT task

was divided into six non-overlapping blocks, each of 5 min duration. Average reaction

times and detection accuracies were compared over time and between conditions.

6.2.1.1. Reaction time. Recall that maximum response time for experimental

I-SCWT trials was set independently for each participant. Accordingly, each reaction

time was normalized by its corresponding maximum response time before analysis. As

such, the effect of individual differences on the results was minimized. Also, the analy-

sis of reaction time data excluded reaction times corresponding to incorrect and missed

responses (less than 5%). Figure 36 compares time-related changes in the reaction times

between different auditory conditions. For each time window, plotted is the mean with

the error bars representing the standard error. The p-values on the plot were obtained by

statistically comparing the first and last blocks of each auditory condition using a paired

sample t-test (font colors are mapped to conditions). The results show that the aver-

age reaction time decreased with increasing TOT in all conditions. Statistical analysis

between the first and last time blocks showed significant decrements over time in all

conditions (p < 0.05). Also, differences between reaction times scored under the three

conditions were notable, especially for the 0-25 min duration. The no audio condition

had the highest average reaction times in all-time blocks in comparison to the other au-

ditory conditions. PSTS significantly reduced the reaction times over the whole task

duration, and BBT further reduced it. On average, enhancement via PSTS resulted in a

2.45% and a 5.08% improvement in the participants’ reaction times during the first and

last time blocks, respectively. Similarly, enhancement via BBS resulted in a 7% and a

5.55% improvement in the first and last time blocks respectively.

6.2.1.2. Detection accuracy. Figure 37 compares changes in detection accu-

racy between different auditory conditions over time. For each time window, plotted is
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the mean across subjects with the error bars representing the standard error. The results

show that the average detection accuracy generally increased with increasing TOT in all

conditions. Pairwise t-test comparison between the first and last time blocks showed no

change in performance under the no audio condition (p= 0.119). In contrast, statistical

analysis between the first and last time blocks showed significant increments with time

under the PSTS and BBS conditions (p < 0.05). Also, differences between the accura-

cies scored under the three conditions were notable during the total 30 min task duration.

The no audio condition had the lowest average accuracy in all-time blocks in comparison

to the other auditory conditions. On average, enhancement via PSTS showed a 12.68%

and a 25.84% improvement in the participants’ accuracy during the first and last time

blocks, respectively. Similarly, enhancement via BBS showed a 20.69% and a 26.01%

improvement in the first and last time blocks respectively.

Figure 36: Evaluation of response reaction time with time-on-task under different audi-
tory conditions. Plotted are the mean with the error bars representing the standard error.
The p-values were obtained by statistically comparing the first and last blocks of each
auditory condition (font colors are mapped to conditions).
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Figure 37: Evaluation of detection accuracy with time-on-task under different auditory
conditions. Plotted are the mean with the error bars representing the standard error.
The p-values were obtained by statistically comparing the first and last blocks of each
auditory condition (font colors are mapped to conditions).

6.2.2. Full-scale global graph theory analysis. Figures 38 to 40 compare

TOT changes in the NSg, CCg, and Eg under different auditory conditions. Plotted are

the mean values across subjects with error bars denoting the standard error around the

mean. For each condition, a paired sample t-test was employed to evaluate the signif-

icance of differences between the two vigilance levels. Also, each vigilance level was

statistically compared between conditions. The asterisks on the plots indicate signifi-

cant differences (∗ : p < 0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001). As shown in Figure

38, the NSg significantly decreased with increasing TOT under the no-audio condition

(p < 0.01 for delta and theta bands and p < 0.05 for alpha and beta bands). In all fre-

quency bands, the NSg observed under the PSTS and BBS conditions was significantly

higher in comparison to that under the no-audio condition (p < 0.001). Moreover, the

NSg remained high with increased TOT under PSTS and BBS. No differences were ob-

served between the PSTS and BBS conditions for the two vigilance levels. Likewise,

the CCg and the Eg significantly dropped under the no audio condition and remained
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high under both PSTS and BBS conditions with increased TOT. These results indicate

that audio stimulation significantly enhanced the efficiency of information processing

and transfer regardless of the levels of TOT.

(a) (b)

(c) (d)

Figure 38: Comparison between the global node strengths under different vigilance lev-
els and audio conditions. Comparison is specific to the (a) delta, (b) theta, (c) alpha, and
(d) beta bands. Plotted are the mean values across subjects with error bars denoting the
standard error. The asterisks indicate significant differences between vigilance levels
(∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001).
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(a) (b)

(c) (d)

Figure 39: Comparison between the global clustering coefficient under different vig-
ilance levels and audio conditions. Comparison is specific to the (a) delta, (b) theta,
(c) alpha, and (d) beta bands. Plotted are the mean values across subjects with error
bars denoting the standard error. The asterisks indicate significant differences between
vigilance levels (∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001).
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(a) (b)

(c) (d)

Figure 40: Comparison between the global efficiency under different vigilance levels
and audio conditions. Comparison is specific to the (a) delta, (b) theta, (c) alpha, and
(d) beta bands. Plotted are the mean values across subjects with error bars denoting the
standard error. The asterisks indicate significant differences between vigilance levels
(∗ : p < 0.05, ∗∗ : p < 0.01, ∗∗∗ : p < 0.001).
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Chapter 7. Conclusion

This thesis addressed two main vigilance-related problems with prominent rele-

vance in a variety of operational and industrial settings. Firstly, a quantitative vigilance

assessment approach based on graph theory analysis of EEG functional connectivity

was proposed. Secondly, the effectiveness of using auditory stimulation to enhance

cortical connectivity and vigilance performance was investigated. The EEG data was

collected through a novel protocol based on a computerized version of the incongruent

Stroop color-word task (I-SCWT). The proposed experimental protocol included two

main scenarios, based on three audio conditions: vigilance (no audio) and enhance-

ment (pure sinusoidal tone or binaural beats). The vigilance states were induced by

performing a 30 min I-SCWT. Meanwhile, the enhanced mental states were provoked

by integrating a 250Hz pure sinusoidal tone or beta (16 Hz) binaural beats with the vig-

ilance task. The phase-locking value statistic was used to model cortical connectivity

under alertness, vigilance decrement, and enhanced mental states. Extensive graph the-

ory analysis was then employed to quantify and compare different topological aspects

of the connectivity networks.

7.1. Major Findings

The experimental results showed that the 30 min I-SCWT effectively elicited al-

teration in cortical connectivity. The PLV statistic was sensitive to vigilance decrement,

and the overall phase synchronization between brain regions decreased, resulting in a

less optimal network structure. Investigation of intra-regional PLV networks suggested

that changes in functional connectivity under vigilance decrement are specific to corti-

cal areas and EEG frequency bands. Subject independent classification analysis, using

GTA features corresponding to a single cortical region and frequency band, showed an

accuracy of 84.27% to detect vigilance decrement. Under the audio-enhanced mental

states, cortical connectivity remained high until the end of the total task duration. Also,

significant improvements in the participants’ performance were observed in comparison

to the no-audio condition. On average, pure tone stimulation showed a 25.84% improve-

ment in the participants’ detection accuracy towards the end of the task. Similarly, en-

hancement via binairal beats showed a 26.01% improvement. The results confirm that

88



the proposed framework is reliable to quantify different aspects of cortical functional

connectivity under different vigilance levels. Moreover, the topology of intra-regional

connectivity patterns can be quantified as simple and dimensionality-reduced indices

to detect vigilance decrement with reliable accuracy. Finally, the results provide evi-

dence for the enhancement of cognitive processing and behavioral performance through

auditory stimulation.

7.2. Recommendations and Future Research Directions

It is worthy to note that the main limitation of this study is the small sample

size, and the number of participants involved was too small to overrule biases due to

individual differences. The larger sample size is needed to ensure sufficient statistical

power and further support our findings. Provided below are several future research

recommendations build upon this work:

• The PLV is one of the most predictive functional connectivity estimators and is

proven to be efficient in mental state discrimination contexts. Even though the

PLV demonstrated sensitivity to vigilance decrement as induced by the I-SCWT,

other functional connectivity estimators are worth the investigation.

• In this work, cortical connectivity was estimated between electrode signals at the

sensor space to ensure a simple vigilance assessment approach. Performing the

analysis in the source space rather than the sensor space increases the complexity

but provides a more reliable mapping of regional cortical connectivity. Moreover,

the comparison between sensor space and source space approaches is necessary

to determine if the increased complexity is of value.

• The connectivity analysis in this work was restricted to two-time windows, se-

lected at the beginning and end of the task. For each subject, GTA was then em-

ployed, assuming stationarity of epochs under each time window, and results were

interpreted based on grand average values. However, studies have shown that

brain activity is spontaneous and varies temporally for the same subject [190,191].

It is thus worthy to employ dynamic functional connectivity and GTA framework

to characterize and quantify the time-profile of cortical connectivity. Also, it is ex-

89



pected that this approach will capture the difference between the effects of PSTS

and BBS on cortical connectivity.

• In this work, vigilance assessment was mainly based on the analysis of EEG

data. EEG is the most used neuroimaging modality in vigilance, mental fatigue,

and emotion studies. However, other physiological and neuroimaging modalities

such as near-infrared spectroscopy, magnetoencephalography, and eye-tracking

could provide complementary information regarding the neural and physiological

mechanisms underlying vigilance. Thus, studying vigilance using a multi-modal

neuroimaging approach would be an advantage, If so, employing feature fusion

methods is expected to improve the accuracy of detecting vigilance decrement.

• In this work, each type of audio stimulus was based on a single frequency. Future

studies could consider investigating and comparing the effect of different sinu-

soidal and binaural beat frequencies. Also, a continuous and prolonged audio

stimulus for more than 30 min is worth the investigation. Finally, the effects of

after stimulation on performance and cortical connectivity are yet to be explored.
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