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Abstract 

 

This work proposes a simple one-dimensional (1D) thermography technique to estimate 

a metallic alloy thermal diffusivity by employing a uniform flux-based heating source. 

A theoretical model is developed and validated to account for the sample dimensions, 

material thermal properties and the sample initial and boundary conditions. These 

conditions include the sample initial temperature, the effective convection heat transfer 

coefficient with the surrounding environment and the uniform heat flux supplied to the 

sample. The adopted theoretical model is tested against simulated thermal 

measurements to retrieve a sample unknown boundary conditions along with the 

material thermal diffusivity of interest following the Nelder-Mead optimization 

approach, which offers a high flexibility to the proposed technique. This technique is 

experimentally validated over a tempered aluminum alloy (Al-2024 T4) of relatively 

high thermal diffusivity and a one-order of magnitude lower thermal diffusivity 

annealed stainless-steel alloy (SS-304) delivering an uncertainty lower than 2% in 

material thermal diffusivity estimation. 

 

 

Keywords: Thermal diffusivity; heat diffusion; thermography; infrared; 

nondestructive testing and evaluation 
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Chapter 1. Introduction 

1.1. Introduction 

This chapter outlines a brief introduction on the importance of evaluating thermal 

diffusivity of metallic materials in the aerospace sector. The importance of infrared 

thermography in estimating thermal diffusivity is highlighted with the research 

contributions being outlined for the proposed technique. Lastly, the organization of the 

rest of the thesis is described.       

1.2. Overview 

Thermal diffusivity (α) is a thermal property representing how fast heat diffuses through 

a material due to an induced temperature difference [1]. In essence, thermal diffusivity 

is expressed as the ratio of thermal conductivity to the volumetric heat capacity of a 

material. Accordingly, metallic alloys with high thermal diffusivity will have high heat 

conduction rates with respect to their heat storage capacities allowing heat to propagate 

faster in such media. Industries with applications involving the operation of mechanical 

and electrical components under heat transfer conditions mandate accurate estimation 

of the material thermal diffusivity being used [2]–[4]. At present, various techniques 

exist for assessing the thermal diffusivities of different material types and physical 

forms such as gases, liquids, powders, coatings, composites and metals [5].              

Generally, aluminum alloys are extensively adopted in the aerospace and aviation fields 

due to their high strength-to-weight ratio when compared to other metals [6], [7].  

Particularly, Al-2024 has secured its position as the lead material in the manufacturing 

of aircraft airfoils, wings, and fuselages since its material composition enables it to 

sustain the highest hardness amongst the other aluminum alloys [8]. Moreover, the 

estimation of thermal diffusivity falls under the design and manufacturing of aerospace 

structural components at different heat transfer conditions. When deployed, aircraft 

structures sustain cyclic loading or fatigue which can result in crack initiation and 

propagation over time. Hence, it is crucial to detect cracks and estimate their sizes to 

assess the magnitude of the damage and whether the structure needs replacement or not. 

Eddy current thermography [9] and vibrothermography [10], [11] are rapidly evolving 

nondestructive evaluation techniques for detecting and estimating surface and sub-

surface manifested cracks in metallic alloy aircraft components. The induced vibration 

causes heat generation along the crack, mainly due to frictional heating [12], [13], while 
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an infrared camera captures the generated heat profile. Crack size evaluation using 

thermography inspection techniques relies on multiple parameters including the 

material thermal diffusivity under inspection. Therefore, developing a simple technique 

to estimate the thermal diffusivity is vital to the aerospace industry. 

1.3. Thesis Objectives 

Several efforts have been made to identify the thermal diffusivities of metallic samples. 

Infrared Thermography (IRT) which is a rapid and accurate nondestructive testing and 

evaluation (NDT&E) technique, is a commonly employed practice in the aerospace 

industry. To independently estimate a material thermal diffusivity with accuracy is 

rather expensive, time consuming and mandates the implementation of numerous 

experimental constraints. In contrast, this work proposes a simple one-dimensional 

(1D) active thermography technique to estimate a metallic alloy thermal diffusivity by 

employing a uniform flux-based heating source. 

1.4. Research Contribution 

The summary of the contributions of this research work is listed below as follows: 

 Develop a forward theoretical model to account for the sample dimensions, 

material thermal properties, effective heat convection coefficient with the 

surrounding environment and a uniform heat flux applied to the sample. 

 Validate the accuracy of the forward theoretical model using finite element 

simulations performed on commercially available software.  

 Utilize the Nelder-Mead optimization approach with the adopted theoretical 

model to estimate the material thermal diffusivity of interest along with the 

applied heat flux and effective convection heat transfer coefficient with the 

surrounding environment. 

 Implement experimental emissivity check on the tested samples following the 

Noncontact Thermometer Method (NTM) defined by the American Society for 

Testing and Materials (ASTM).  

 Perform the proposed experimental IRT technique on a tempered aluminum 

alloy (Al-2024 T4) of relatively high thermal diffusivity and a one-order of 

magnitude lower thermal diffusivity annealed stainless-steel alloy (SS-304). 
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1.5. Thesis Organization 

This thesis report is organized into the following chapters: Chapter 2 discusses a 

thorough literature review about the different non-thermography and thermography 

nondestructive testing (NDT) methods to evaluate the thermal diffusivity of a given 

metallic material. Chapter 3 demonstrates the forward theoretical mathematical model 

behind the suggested technique along with the numerical estimation technique 

implemented to evaluate the material thermal diffusivity. In Chapter 4, the forward 1D 

theoretical model is validated in a close comparison with its corresponding 3D finite 

element simulation, which is then used to retrieve a material thermal diffusivity from 

the simulated temperature change along the samples. The sample design, the 

thermography setup, the emissivity check, and the experimental procedure used in this 

study are presented in Chapter 5. Chapter 6 presents the results and level of accuracy 

obtained of the estimated thermal diffusivity from the proposed method. Finally, 

Chapter 7 outlines the summary, conclusion, and future work on this thesis.  
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Chapter 2. Background and Literature Review 

This chapter discusses the different non-thermography and thermography techniques in 

estimating material thermal diffusivity, available in literature. Non-thermography 

methods usually employ thermocouples that come in contact with the samples under 

study, while thermography techniques employ thermal infrared cameras to capture the 

temperature of the samples under examination.    

2.1. Non-thermography Methods 

Material thermal characterization measurement methods, either on bulk samples or thin 

films, are categorized into two classes: steady state techniques and transient techniques. 

Self-explanatory, the steady state methods impose a consistent temperature difference 

across the sample that does not vary with time. Contrarily, transient methods impose a 

time-dependent energy profile. In their review, Zhao et al. [14] discuss different steady 

and transient contact methods to measure thermal conductivity, which could be 

extended to measure thermal diffusivity instead. The absolute technique, a steady state 

method, is a measuring technique applied on bulk rectangular or cylindrical samples 

placed between a heat source and a sink while thermocouples act as sensors measuring 

the temperature difference, as shown in Figure 2-1(a). To obtain accurate temperature 

readings from the thermocouples, precautions have to be taken into consideration. 

Measurements are preferred to be conducted under vacuum conditions to minimize 

convective heat losses [15]; as well as, thin thermocouple wires have to be used to 

minimize the conductive heat losses [16]. The absolute technique is reasonable at low 

temperatures, but when it comes to measurements at very high temperatures, the radial 

heat flow method is more suitable. This method, requires a lower surface area geometry 

as heat losses to the environment cannot be ignored, that is why cylindrical geometry 

samples are used [17], as shown in Figure 2-1(b). To overcome many drawbacks of the 

steady state measurement methods for bulk materials, a transient method called the 

pulsed power technique was first developed by Maldonado [18]. Similar to the absolute 

technique, this method incorporates periodical heating for the heating current, while 

maintaining same apparatus and geometrical sample as the latter one. Also, the transient 

plane source (TPS) method, is a transient measurement technique which uses a thin 

metal strip as the heat source and sensor, sandwiched between the thin testing slabs 

[19]. 
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Figure 2-1: A schematic representation of (a) the absolute technique and (b) the radial 

flow method [14]. 

 

While the above methods have been developed to mostly measure thermal 

conductivities or diffusivities of bulk metallic samples, several methods have been 

developed to measure the in-plane and cross-plane thermal diffusivities of thin metallic 

films. Categorized into steady-state and transient techniques, the most frequent steady-

state technique which measures the cross-plane thermal diffusivity involves the placing 

of metallic strips on the film deposited on a highly conductive substrate [14]. This 

metallic strip is then heated by a direct current (dc) passing through it while also 

measuring its own temperature, acting as both an electrical heater and sensor, shown in 

Figure 2-2(a). Furthermore, a similar technique has been utilized to measure the steady-

state in-plane thermal diffusivity by Volklein et al. [20]; however, evaluating heat flow 

along the film is a major drawback in this technique, thus parasitic heat losses have to 

be minimized for an accurate measurement. Conversely, one of the most common 

transient methods of measuring thermal properties is the 3ω method, displayed in 

Figure 2-2(b). This technique is widely implemented to measure both bulk and thin 

films’ thermal diffusivities where the intended film is placed on a substrate while a 

metallic strip heats and senses the heat flow [21], [22]. 

  
Figure 2-2: A schematic representation of (a) the steady-state method and (b) the 3ω 

method [14]. 

(a) (b) 

(a) (b) 
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2.2. Thermography Methods  

Infrared (IR) thermography, an accurate and robust nondestructive evaluation (NDE) 

technique with many variations, is a common method to estimate a material thermal 

diffusivity in the aerospace industry. It involves the use of a thermal IR camera to 

monitor and capture the thermal profile generated on the sample from a heating source. 

IR thermography methods are grouped into two classes, namely passive and active 

thermography. Passive thermography benefits from the heat already present in the 

environment, while active thermography employs an external heating source to 

thermally excite the sample creating the required thermogram. Active thermography 

methods are further classified into four categories, namely lock-in thermography (LT), 

pulsed thermography (PT), step heating (SH), and vibrothermography (VT). LT 

techniques imply the periodic heating of the sample’s surface through a modulated 

heating source at a certain frequency till a steady state heating pattern is reached [23]. 

PT methods implicate short heat pulses produced by a high power energy source 

exciting the sample’s surface. Subsequently, the generated thermal profile is captured 

using the IR camera and examined in the transient regime [23]. Contrarily, from its 

name, SH techniques imply a long constant heating pulse or a step heating pattern until 

a significant temperature difference is experienced by the specimen [24]. Finally, VT 

involves the application of mechanical vibrations on a specimen, the externally induced 

vibrations causes heat to be released along defects such as cracks due to frictional 

heating [24]. Furthermore, active thermography methods could be further categorized 

depending on the type of heating source used, namely optical or non-optical heating 

sources. 

Considered as the most common active thermography technique, flash thermography 

(FT) is an optical PT technique first developed utilizing a xenon flash lamp to excite 

the surfaces of multiple metallic samples [25]. In flash thermography, also known as 

two-sided flash thermography, the sample’s surface is excited from one side while the 

IR camera monitors the transient thermal response on the other side, allowing for the 

estimation of the sample’s through-thickness thermal properties such as thermal 

diffusivity, conductivity, and heat capacity, as presented by Figure 2-3(a). Furthermore, 

the classical two-sided FT technique was used to measure the in-plane thermal 
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diffusivity of the metallic sample under study [26]. Moreover, the typical flash 

technique was modified to a single-sided method where the excitation and recording of 

the sample are done on the same side to estimate the thermal diffusivity of multiple 

metallic and composite slabs [27], [28]. 

Apart from the classical flash technique, laser flash thermography (LFT) follows the 

same procedure but replaces the xenon flash lamp by a laser source to excite the entire 

surface of the specimen, as shown in Figure 2-3(b).  A two-sided configuration has been 

implemented to estimate the thermal diffusivities of stainless-steel [4], austenitic steel 

[29], and iron and ceramic disks [30]. In addition, a single sided configuration of the 

LFT method has been developed to estimate the thermal diffusivities of metallic, 

ceramic, and polymeric thin plates [31], while the two-sided method was employed to 

characterize thin metallic, polymeric, and composite films [32]. It should be noted that 

black paint or graphite soot was sprayed on all metallic samples in the majority of the 

aforementioned studies to enhance the surface emissivity. 

  
Figure 2-3: (a) Flash thermography [25] and (b) Laser flash thermography [31] setups. 

 

Laser thermography is another widely used technique to estimate thermal diffusivity of 

diverse materials. It is an active thermography method that illuminates a specific region 

on the sample’s surface, opposed to flash thermography that excites the entire surface, 

using laser spot thermography (LST) or laser line thermography (LLT) techniques. 

Categorized into single-sided and two-sided methods, LST involves a laser beam, 

usually of Gaussian shape, that excites a spot on the sample’s surface, presented by 

Figure 2-4(a). Multiple single-sided LST methods have been proposed in the literature 

to estimate thermal diffusivities of metallic and composite thin plates [33], thin metallic 

films [34], stainless-steel disks [35], metallic, polymeric, ceramic slabs [36]–[38], 

porous stones [39], and semiconductor slabs [40]. Similarly, a two-sided LST 

(a) (b) 
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configuration has been implemented to evaluate thermal diffusivities of different 

metallic and ceramic thin plates [2], [41], [42]. Also, this configuration was used to 

characterize metallic, composite and polymeric foils, films and wires [43]. Unlike LST, 

LLT involves a laser line beam instead of spot to excite part of the specimen’s surface 

as shown in Figure 2-4(b), where it has been used to estimate material thermal 

diffusivity of thin metallic and polyimide films [44], and different metallic, composite 

and polymeric filaments [45]. Similar to the flash technique, most reported studies 

using laser thermography have coated all shiny surfaces of metals and ceramics using 

black paint, colloidal graphite, or dry graphite to improve the absorptivity and 

emissivity of these surfaces. 

 
 

Figure 2-4: (a) Laser spot thermography [2] and (b) Laser line thermography [44] 

setups. 

 

Apart from the flash and laser thermography techniques, few methods have been 

developed using a novel energy source to excite or heat the specimens. For instance, an 

optical method named the lamp spot thermography (LPST) was developed, where a 

lamp was used to flash a slab of stainless-steel to measure the in-plane thermal 

diffusivity of the specimen [46]. In addition, flux-based thermography (FBT), a non-

optical SH technique shown in Figure 2-5(a), involves a thermal gun continuously 

heating the front surfaces of aluminum, copper and brass slabs that were roughened 

using emery paper to ensure uniform surface finish, while an IR camera captures the 

heat print of the back surface to estimate the thermal diffusivity of the materials [47]. 

Another approach that utilized a novel heat source to excite the specimen follows a two-

sided thermography configuration in which the back side of the specimen is heated 

(a) (b) 
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using a hot rod that comes in contact with a stainless-steel slab, while an IR camera 

monitors the temperature distribution of the black-coated front side to estimate the 

thermal diffusivity [48], was named as Hot-rod thermography (HRT) and displayed in 

Figure 2-5(b). Table 2-1 summarizes all thermography methods discussed above along 

with their assumptions, estimation techniques, materials tested, and errors in thermal 

diffusivity estimates.   

Most of the developed techniques discussed earlier and summarized in Table 2-1 

require complicated experimental setups to evaluate the thermal diffusivity of a 

specimen under study and/or an accurate control of the power being supplied to the 

excitation source. In contrast, this work proposes a simple one-dimensional (1D) SH 

active thermography technique to estimate a metallic alloy thermal diffusivity by 

employing a uniform flux-based heating source. A forward theoretical model is 

developed to account for the sample dimensions, material thermal properties, effective 

heat convection coefficient with the surrounding environment and a uniform heat flux 

applied to the sample. The accuracy of the forward theoretical model is validated using 

finite element simulations, and the results confirm its efficacy in estimating the material 

thermal diffusivity from simulated measurement. The proposed method is 

advantageous as it requires no information on the applied heat flux nor the effective 

convection heat transfer coefficient with the surrounding environment as the adopted 

theoretical model is used to estimate these parameters along with the material thermal 

diffusivity of interest following the Nelder-Mead optimization approach. Numerical 

optimization algorithms are adopted whenever multiple thermal properties are 

simultaneously estimated, most common is the estimation of thermal diffusivity and 

heat loss coefficient, which is evident through the estimation techniques summarized 

in Table 2-1. This proposed technique is tested experimentally over an aluminum alloy 

(Al-2024 T4) of relatively high thermal diffusivity and a one-order of magnitude lower 

thermal diffusivity using an annealed stainless-steel alloy (SS-304) delivering an 

uncertainty lower than 2% in material thermal diffusivity estimation. 
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Table 2-1: Summary of IR thermal diffusivity estimation techniques, assumptions, 

materials and absolute uncertainties reported in the literature. 

Technique Assumptions – Estimation  Material | Uncertainty | 

FT [25] 1D Model: ℎ (ignored) – A Al, Ni, Ag, Sn, Zn, St, Cu, Fe and Ti alloys 10% ⁎ 

FT [27] 1D Model: ℎ (ignored) – NO SS and Teflon 25% – 45% ⁑⸙ 

FT [26] 2D Model: ℎ (estimated) – NO Al alloy 5.20% ⁑⸸ 

LFT [4] 1D Model: ℎ = 0 (vacuum) – N  SS-304 1.22% – 4.15% ⁑⸙⸸ 

LFT [29] 1D Model: ℎ = 0 (vacuum) – A Austenitic St 1.70% ⁎⸸ 

LFT [31] 1D Model: ℎ (estimated) – NO  Cu, Ni, Zn, Pb, SS-304, Ceramics and Polymers 3% – 10% ⁎⸙ 

LFT [30] 3D Model: ℎ = 0 (vacuum) – N Armco Iron and Pyrocream 3% – 5% ⁎⸸ 

LST [33] 1D Model: ℎ (estimated) – NO SS, Brass, Al 2024-T6 and Graphite fiber composite 10% ⁎ 

LST [37] 1D Model: ℎ (ignored) – N SS-2343, Sn, Brass and Textolite 3% – 13.84% ⁎⸸ 

LST [2] 1D Model: ℎ = 0 (vacuum) – N St-1403, SS-304 and Brass 1.32% – 3.95% ⁑⸙ 

LST [42] 2D Model: ℎ (ignored) – A St and Alumina 3% ⁎ 

LST [36] 2D Model: ℎ (ignored) – N SS-304, Pb, Ceramics, Polymers and Composites 5% ⁎⸙⸸ 

LST [45] 2D Model: ℎ = 0 (vacuum) – N SS-302, Cu, Ni, Ceramics, Polymers and Hair 5% ⁎⸙⸸ 

LST [41] 3D Model: ℎ (ignored) – A Al, Ni and Ceramics 10% ⁎⸸ 

LST [39] 3D Model: ℎ (ignored) – N SS-304 and Stones 0.25% – 7.87% ⁑⸙ 

LST [40]   3D Model: ℎ (ignored) – A SiC and Glass fiber composite 5.12% ⁑ 

LST [34] 3D Model: ℎ (ignored) – N Inox-304L and Ni 5% ⁎⸙ 

LST [35] 3D Model: ℎ (assumed) – N SS-304 0.25% – 1.93% ⁑⸸ 

LST [38] 3D Model: ℎ (estimated) – NO SS-304, Graphite, PEEK and Ceramics 5% ⁎⸙ 

LLT [44] 1D Model: ℎ (estimated) – NO Cu-ETP, Ni-Ag alloy and Polyimide 10% ⁎⸸ 

LLT [45] 3D Model: ℎ = 0 (vacuum) – N SS-302, Cu, Ni, Ti, Ceramics, Polymers and Hair 5% ⁎⸙⸸ 

LPST [46] 3D Model: ℎ (ignored) – N SS-304 5% – 10% ⁑⸙⸸ 

FBT [47] 1D Model: ℎ (assumed) – N Al, Cu and Brass 1.81% – 5.82% ⁑⸙ 

HRT [48] 3D Model: ℎ (ignored) – N SS-316 1.75 % ⁎⸸ 

Estimation: A (Analytical), N (Numerical), and NO (Numerical Optimization) 

⁎ is for reported uncertainty in thermal diffusivity estimates  

⁑ is for calculated uncertainty from reported thermal diffusivity estimates  

⸸ is for independent measurement comparison  

⸙ is for literature (technical datasheet) comparison 
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Figure 2-5: (a) Flux-based thermography [47] and (b) Hot-rod thermography [48] setups. 

  

(a) 

(b) 
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Chapter 3. Methodology 

Through the literature review discussed above in Section 2.2 and summarized in Table 

2-1, to obtain sub 5% error in thermal diffusivity estimation, complicated models, 

inaccurate assumptions, and/or sophisticated experimental setups and procedures are 

equipped. Therefore, a simple and accurate approach to estimate thermal diffusivities 

of metallic alloys of ranging thermal conductivities is crucial. One of the objectives of 

this study is to develop a 1D heat diffusion model that accounts for the sample 

dimensions, material thermal properties, effective heat convection coefficient with the 

surrounding environment and a uniform heat flux applied to the sample. Through a 

numerical optimization approach, the thermal diffusivity of the sample, the applied heat 

flux, and the experienced effective convection coefficient are estimated simultaneously, 

requiring no prior knowledge on the induced heat flux nor environmental condition, 

providing high flexibility and robustness to the proposed model.         

3.1. Forward Theoretical Model 

The proposed forward theoretical model transforms a set of boundary and initial 

conditions into a prediction of the thermal diffusivity in terms of the temperature 

change. The heat diffusion through an isotropic material with constant thermal 

properties follows a model governed by the following partial differential equation 

(PDE) in rectangular coordinate system:  

 𝑘 (
𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+

𝜕2𝑇

𝜕𝑧2
) + 𝑒̇𝑔𝑒𝑛 =  𝜌𝑐𝑝

𝜕𝑇

𝜕𝑡
  (1) 

where 𝜌, 𝑐𝑝, and 𝑘 are the material’s density, specific heat and thermal conductivity, 

respectively. 𝑒̇𝑔𝑒𝑛 is the heat generation, while 𝑥, 𝑦, and 𝑧 represent the coordinate 

system for which the temperature 𝑇 is observed at a certain time 𝑡.  

For the 1D heat diffusion approximation used in this study, heat is induced from the 

sample’s side diffusing through its length. Accounting for the effective convection heat 

losses to the surrounding environment along the sample as shown in Figure 3-1, the 

heat diffusion in the transient regime can be expressed as follows: 

 
𝜕2𝑇

𝜕𝑥2
−  𝑚2(𝑇 − 𝑇𝜊) =  

1

𝛼

𝜕𝑇

𝜕𝑡
 (2) 

where 
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 𝑚2 =  
ℎ𝑃𝑐

𝑘𝐴𝑐
 (3) 

𝑇0 is the sample initial temperature, which is assumed to be uniform and equal to the 

surrounding environment temperature 𝑇∞ as the samples are left for a long period of 

time to stabilize before heat is induced, 𝛼 = 𝑘 𝜌𝑐𝑝⁄  is the material thermal diffusivity, 

and 𝑚 is a function of the sample’s cross-sectional perimeter 𝑃𝑐, cross-sectional area 

𝐴𝑐, thermal conductivity 𝑘, and the effective convection heat transfer coefficient ℎ with 

the surrounding environment. The effective convection heat transfer coefficient 

combines the effect of convection and radiation heat transfer losses endured by the 

sample to the surrounding environment. 

 
Figure 3-1: A schematic representation of the heat transfer model showing the 

effective convection heat transfer losses to the surrounding environment 

from exposed fin surfaces while applying a uniform heat flux at the base 

(left side). 

 

Considering dimensionless parameters to simplify the solution, the governing model 

reduces to the following governing model: 

 
𝜕2𝜃̅

𝜕𝑋2
−  𝑚̅2𝜃̅ =

𝜕𝜃̅

𝜕𝜏
 (4) 

where 

 𝜃̅ =  
𝑇 − 𝑇0

𝑇0
 (5) 

 

 𝑋 =  
𝑥

𝐿
 (6) 

 

𝑞 𝑘,  𝛼 
𝑥 

ℎ,  𝑇∞ 

𝐿 

𝑥 = 0 𝑥 = 𝐿 

𝑎 

𝑏 

front view cross-sectional 

view 
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 𝜏 =  
𝛼

𝐿2
𝑡      (7) 

and  

 𝑚̅2 = 𝐿2𝑚2 (8) 

where 𝐿 is the sample length. To solve this PDE problem, a couple of boundary 

conditions and an initial condition are needed and represented as follows: 

 
𝜕𝜃̅

𝜕𝑋
(0, 𝜏) = −𝑞̅′′ (9) 

 Bi 𝜃̅(1, 𝜏) +
𝜕𝜃̅

𝜕𝑋
(1, 𝜏) = 0 (10) 

and 

 𝜃̅(𝑋, 0) = 0 (11) 

where 

 Bi =  ℎ𝐿 𝑘⁄  (12) 

and 

 𝑞̅′′ = (𝐿 𝑘𝑇𝜊⁄ ) 𝑞 (13) 

Substituting Eqs. (3) and (12) into Eq. (8) delivers 𝑚̅2 =  𝐿2𝑚2 = (𝑃𝑐𝐿 𝐴𝑐⁄ )Bi, where 

Bi is the Biot number,  𝑞 is the heat flux, and 𝑞̅′′ is the dimensionless heat flux. 

Solving this PDE in the transient regime results in the following dimensionless solution 

[49]: 

 𝜃̅ = 𝑞̅′′ [
1

𝑚̅
[𝐴 cosh(𝑚̅𝑋) − sinh(𝑚̅𝑋)] − ∑ 𝐵𝑛 cos(𝜆𝑛𝑋)𝑒−(𝑚̅2+𝜆𝑛

2
)𝜏

∞

𝑛=1

] (14) 

where 

 𝐴 =
Bi sinh(𝑚̅) + 𝑚̅ cosh(𝑚̅)

𝑚̅  sinh(𝑚̅) + Bi cosh(𝑚̅)
  (15) 

 

 𝐵𝑛 =
2𝜆𝑛

(𝑚̅2+𝜆𝑛
2)(𝜆𝑛 + cos(𝜆𝑛) sin(𝜆𝑛))

[1 +
𝜆𝑛 sin(𝜆𝑛) − Bi cos(𝜆𝑛)

Bi cosh(𝑚̅) + 𝑚̅ sinh(𝑚̅)
] (16) 

and 

 𝜆𝑛 tan 𝜆𝑛 = Bi (17) 

To make the solution practical for the proposed measurement approach, Eqs. (5), (7) 

and (13), are substituted back in Eq. (14) to bring the thermal diffusivity back into the 
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equation and only estimate the temperature change as observed in the measurement, as 

follows: 

 𝜃 =
𝐿

𝑘
𝑞 [

1

𝑚̅
[𝐴 cosh(𝑚̅𝑋) − sinh(𝑚̅𝑋)] − ∑ 𝐵𝑛 cos(𝜆𝑛𝑋)𝑒

− 
𝛼
𝐿2(𝑚̅2+𝜆𝑛

2
)𝑡

𝑁

𝑛=1

] (18) 

where 

 𝜃 = 𝑇 − 𝑇0 (19) 

3.2. Thermal Diffusivity Estimation  

Direct search methods are numerical techniques that sequentially examine trial 

solutions through a direct comparison with the current best obtained solution along with 

a strategy that evaluates a succeeding trial solution [50]. Through the approximation 

that a given function is continuously differentiable but its derivative is neither reliable 

nor available, direct search methods are referred to as derivative-free methods as they 

neither compute nor approximate the gradient of the given function. The most popular 

of all direct search methods is the Nelder-Mead unconstrained optimization technique 

[51], which is used in this study and briefly shown in Figure 3-2. Apart from being a 

simple technique requiring minimal parameters for numerous nonlinear optimization 

problems, the method implements an optimization algorithm to accelerate the search. 

The method minimizes an objective function of 𝑙 variables through the usage of a 

general geometrical shape “simplex”, such as a tetrahedral having (𝑙 + 1) vertices, to 

replace the vertex with the highest value with another new point. The algorithm allows 

the simplex to move and reshape adapting to the local landscape by executing a series 

of geometrical transformations through four basic actions, namely reflection, 

expansion, contraction, or shrinkage, so that the convergence criteria is met. As it does 

not require or compute derivatives, the Nelder-Mead direct search method is a 

convenient choice for optimizing and minimizing objective functions over noisy data, 

such as the temperature readings taken by an IR camera to computationally estimate the 

material thermal diffusivity. The 2D transient temperature change readings 𝜃(𝑥, 𝑦, 𝑡) 

taken by the IR camera is averaged along the 𝑦 dimension resulting in 1D transient 

temperature change 𝜃(𝑥, 𝑡) along the sample length. The approach is followed to 

estimate all the three-unknown vector 𝑉 =  (𝛼, Bi, 𝑞̅′′)𝑇 using the thermal 

measurements along the sample.  This approach iteratively reduces the following 
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average residual sum of squares (ARSS) objective function until reaching a converged 

solution: 

 
ARSS =

∑ ∑ (𝜃𝑒𝑠𝑡(𝑉, 𝑥𝑝, 𝑡𝑠) − 𝜃𝑚(𝑥𝑝, 𝑡𝑠))
2

𝑃
𝑝=1

𝑆
𝑠=1

𝑃 𝑆
 

(20) 

where 𝑥𝑝 is the pixel location along the sample at which the temperature change is 

measured 𝜃𝑚 and estimated 𝜃𝑒𝑠𝑡 at given thermal frame time stamp 𝑡𝑠. 𝑃 is the number 

of pixels along the sample and 𝑆 is the number of time frames in the measurement. 

Once the ARSS objective function is minimized, the optimized three-unknown vector 

𝑉 =  (𝛼, Bi, 𝑞̅′′)𝑇 reports the estimated material thermal diffusivity, Biot number, and 

dimensionless heat flux. In this study, the iterations stop when the relative bounds of 

the objective function and its corresponding unknowns with iterations reach a tolerance 

of 1×10-4. 

 
Figure 3-2: A schematic flowchart representation of the Nelder-Mead optimization 

approach in estimating three-unknown vector 𝑉 =  (𝛼, Bi, 𝑞̅′′)𝑇 in this 

study. 
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Chapter 4. Model Validation 

This section targets the validation of the forward 1D theoretical model, which takes into 

consideration convectional heat transfer losses along the sample, in a close comparison 

with its corresponding 3D finite element simulation.  The validated forward theoretical 

model is then used to estimate or retrieve a material thermal diffusivity from the 

simulated temperature change along the sample.  

4.1. Forward Model Validation 

The heat flux 𝑞 induced to the samples and the convection heat transfer coefficient ℎ to 

the surrounding environment were assumed to resemble the experimental testing 

conditions.  The physical and thermal properties of the samples were obtained through 

the technical datasheets of the experimentally tested samples in this study [52], [53]. 

Table 4-1 provides all physical and thermal properties of the samples used in this study. 

Through the use of the forward theoretical model discussed earlier, the transient 1D 

temperature change along the samples were theoretically estimated from Eqs. (15-18) 

using MATLAB. The 3D finite element analysis (FEA) was conducted using COMSOL 

for the same material properties and testing conditions listed in Table 4-1.  

 

Table 4-1: FE simulation parameters and samples dimensions. 

  Al-2024 T4 [52] SS-304 [53] 

 Properties Value 

Physical properties density (𝜌) 2780 kg/m3 7900 kg/m3 

Thermal properties 

thermal conductivity (𝑘) 121 W/m ∙ K 16.3 W/m ∙ K 

heat capacity (𝑐𝑝) 875 J/kg ∙ K 500 J/kg ∙ K 

thermal diffusivity (𝛼) 49.7 × 10−6  m2 s⁄  4.13 × 10−6  m2 s⁄  

Boundary parameters 
convection coefficient  (ℎ) 5.00 W/m2 ∙ K 5.00 W/m2 ∙ K 

heat flux (𝑞) 22 kW/m2 5.5 kW/m2 

Sample dimensions 

length (𝐿) 300 mm 300 mm 

width (𝑎) 25.4 mm 25.4 mm 

thickness (𝑏) 6.35 mm 6.35 mm 

 

Figure 4-1presents the temperature change along the length of rectangular (a) aluminum 

and (b) stainless-steel alloys at different timeframes. The solid lines represent the 1D 

theoretically estimated temperature change, while the empty markers represent the 

corresponding 3D FEA simulated temperature change using COMSOL. In both cases, 
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the induced heat flux 𝑞 values listed in Table 4-1 were selected to achieve an 

approximately 25 K maximum temperature change in both aluminum and stainless-steal 

samples at 360 s and 1800 s, respectively. The 5 frames displayed in Figure 4-1(a)–(b) 

for Al-2024 and SS-304 samples, respectively, were used to estimate the thermal 

diffusivity estimation of both materials. It should be noted that after conducting the 3D 

FEA, the heat diffusion experienced by the front surface of both materials were 

extracted and averaged along the 𝑦 dimension to attain a 1D temperature change along 

the length of the samples. 

 

 
Figure 4-1: Estimated temperature change at different timeframes using the theoretical 

model (solid lines) and FE simulations (empty markers) over (a) Al-2024 

and (b) SS-304 samples. 
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converge is equally important. The computational time in this method directly depends 

on how many 𝑁 terms are used in Eq. (18). To properly determine the number of terms 

needed in the analysis, the 1D theoretical temperature change was conducted for values 

of 𝑁 ranging from a single term 𝑁 = 1 to 𝑁 = 100. Then, the root mean square error 

(RMSE) was calculated by comparing the simulated temperature change at any 𝑁 to the 

one estimated using 𝑁 = 100. Finally, the RMSE for both samples was plotted against 

the number of terms (𝑁) as shown through Figure 4-2. It could be seen that both 

samples have an RMSE value of less than 0.070 K when only 10 terms are used, which 

is sufficient for reaching an accurate estimation in this analysis and used in this study 

moving forward. 

 

 
Figure 4-2: 𝑅𝑀𝑆𝐸 trend of theoretically estimated temperature change using different 

N number of terms ranging between 1 and 100 over (a) Al-2024 and (b) 

SS-304 samples. 
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4.2. FEA Mesh Independence  

To validate the accuracy of the 3D FEA simulated temperature change along the 

sample’s length conducted in COMSOL; it is important to conduct a mesh 

independence study and plot the obtained FEA simulated temperature change along 

with the 1D theoretically estimated temperature change obtained from Eqs. (15-18) 

using MATLAB. To do so, four different mesh sizes have been implemented to 

simulate the temperature change along one of the samples, the Al-2024 material, using 

COMSOL software. The mesh sizes selected are either extremely coarse, coarse, fine, 

or extremely fine as shown from Figure 4-3(a)–(d). 

After changing the mesh sizes and conducting the FEA simulation, the simulated 

temperature change along the sample’s length was plotted against the 1D theoretically 

estimated temperature change obtained from Eqs. (15-18) and discussed in Section 3.1. 

Figure 4-4(a)–(d) represent the obtained simulated temperature change along the 

sample’s length through the different mesh sizes, respectively. The solid lines represent 

the 1D theoretically estimated temperature change while the empty markers represent 

the simulated FEA temperature change on COMSOL. It could be seen from Figure 

4-4(a) and Figure 4-4(d), the simulated temperature change closely follows the ones 

estimated from the theoretical model, showing that using an extremely coarse mesh size 

will still provide accurate simulation. However, to reduce the need for investigating the 

mesh sizes through performing a mesh independence study on a case-to-case basis, the 

extremely fine mesh size represented in Figure 4-3(d) has been selected and 

implemented in this work.   

 

(a) Extremely Coarse 
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Figure 4-3: Schematic representation of the mesh independence study of the 3D FEA 

COMSOL simulation of the Al-2024 sample showing (a) extremely 

coarse, (b) coarse, (c) fine, and (d) extremely fine mesh sizes. 
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Figure 4-4: Estimated temperature change at different timeframes using the theoretical 

model (solid lines) and FE simulations (empty markers) over Al-2024 

using (a) extremely coarse, (b) coarse, (c) fine, and (d) extremely fine 

mesh sizes. 
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4.3. Validation of Thermal Diffusivity Estimation 

This section aims at estimating the thermal diffusivity (𝛼) of both samples using 

COMSOL simulated data in Figure 4-1.  It demonstrates the capability in retrieving the 

input thermal diffusivity (𝛼in) of the tested material and its boundary conditions, 

namely the input heat flux (𝑞in) and Biot number (Biin).  An initial guess vector is 

assumed to start the optimization approach over several iterations using the following 

initial guesses of 𝑞|𝑖=0 = 5.65 kW/m2, Bi|𝑖=0 = 0.01 and 𝛼|𝑖=0 = 50 × 10−6 m2/s 

for the Al-2024 sample, and 𝑞|𝑖=0 = 2.17 kW/m2, Bi|𝑖=0 = 0.1 and 𝛼|𝑖=0 = 4.0 ×

10−6 m2/s for the SS-304 sample. The initial guess is indicated by setting the iteration 

number 𝑖 to zero. The convergence of the estimated induced heat flux (𝑞est), Biot 

number (Biest), thermal diffusivity (𝛼est) and error in thermal diffusivity estimates 

with iterations (𝑖) is presented in Figure 4-5(a)–(d) for the Al-2024 sample and Figure 

4-6(a)–(d) for the SS-304 sample. The method was not only able to precisely estimate 

the induced heat flux and Biot number experienced by both samples, but was also able 

to accurately retrieve the thermal diffusivities of both materials up to three significant 

digits. This illustrates the benefits of the presented 1D approach in estimating a material 

thermal diffusivity without the need to operate in a vacuum environment. It takes into 

account the convention heat loss without the need to ignore, assume or independently 

estimate the experienced Biot number of the sample with the surrounding environment. 

Moreover, it eliminates the need to control the input heat flux to a specific value as a 

predetermined boundary condition since it is also estimated using the proposed 

approach. 
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Figure 4-5: The convergence of estimated (a) dimensionless heat flux, (b) Biot 

number, (c) thermal diffusivity and (d) error in thermal diffusivity 

estimation with iterations using Al-2024 FE simulated data. 
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Figure 4-6: The convergence of estimated (a) dimensionless heat flux, (b) Biot 

number, (c) thermal diffusivity and (d) error in thermal diffusivity 

estimation with iterations using SS-304 FE simulated data. 
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is 3 for Al-2024 and 6 for SS-304. It is evident from the trend experienced in both 

materials that using 𝑁 > 6 results in a negligible error in estimated thermal diffusivity 

values of both materials. To reduce the need for investigating the number of 𝑁 terms 

needed on a case-to-case basis, a high enough number should be selected to reach 

accurate thermal diffusivity estimation while being not computationally expensive. 

Thus, the use of only 10 terms in the analysis is indeed sufficient in reporting accurate 

estimates, even at a high noise level of 90 mK, verifying the adequacy of the approach 

taken in this study. This is mainly due to the large number of thermal data points used 

in fitting or estimating a material thermal diffusivity and the targeting of a high signal-

to-noise ratio when a peak temperature change of 25 K is reached to reduce the 

inversion sensitivity to the added noise. 

  
Figure 4-7: The criteria for selecting the least N number of terms needed to reduce the 

thermal noise ∆θn effect in thermal diffusivity estimation over FE 

simulated thermal data for (a) Al-2024 and (b) SS-304. 
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Chapter 5. Experimental Setup 

This section of the paper addresses the sample design, the emissivity check, the 

thermography setup, and the experimental procedure used in this study. The left side of 

the sample is excited with a steady heat flux source using a strip heater while an IR 

camera monitors the front side of the sample. 

5.1. Sample Design 

The thermal diffusivity estimation approach has been tested over two different alloys, 

namely tempered aluminum (Al-2024 T4) and annealed stainless-steel (SS-304) alloys. 

The aluminum alloy will be referred to as Al-2024 while the annealed stainless-steel 

alloy will be referred to as SS-304. Al-2024 is the main concern behind this study as it 

is extensively used in the aerospace industry. To mitigate being restrained towards 

thermally characterizing highly conductive materials such as Al-2024, the method is 

validated by a much lower thermally diffusive and extremely common metallic 

material, namely SS-304. A bar from each material was cut into a rectangular specimen 

that is 300 mm long × 25.4 mm wide × 6.35 mm thick in agreement with the samples 

dimensions used in the 3D FEA. All physical and thermal properties of the samples 

along with their dimensions are listed in Table 4-1.  

The surfaces of tested alloys have low emissivity values.  The front surface of each 

sample was coated using a black Plasti Dip coating, which can be easily peeled off 

when needed leaving no traces on the surfaces behind. Furthermore, a Plexiglas fixture 

was manufactured using a laser cutter to guarantee that the samples are perfectly 

oriented relative to the camera, mimicking the use of precision-positioning equipment 

in the aviation industry where precision is of utmost importance. Moreover, the fixture 

was designed using only two contact positions to allow minimum contact with the 

samples and provide stable positioning while ensuring that convection takes effect from 

the samples’ exposed surfaces as proposed in the model and displayed in Figure 3-1. 

5.2. Emissivity Check 

For objects to be visible and distinct in a thermal image, the infrared radiation collected 

by the IR camera from the objects in the scene should be different [54]. The infrared 

signature of an object depends on its temperature distribution and emissivity of its 

material/s [55]. Emissivity (𝜀) of a material, is a dimensionless coefficient ranging from 

0 to 1 indicating the object’s ability to emit infrared radiation in comparison to a 
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blackbody at the same temperature. A blackbody is a theoretical material with 𝜀 = 1, 

meaning that it absorbs and perfectly re-emits all incident infrared radiation [56]. 

Therefore, an object with an emissivity value close to zero, emits a fraction of the 

thermal radiation radiated by an object with an emissivity value close to one. The 

emissivity of an object depends on many parameters, these include: the material, 

structure, and texture of an object’s surface, the surface temperature of the object, and 

the wavelength of the thermal radiation collected by the IR camera [57], [58]. Thus, the 

emissivity coefficient (𝜀) is the ratio of the thermal radiation emitted by the imaged 

object 𝑀(𝑇) to the thermal radiation emitted by the blackbody 𝑀0(𝑇) at identical 

thermal conditions [59], as follows: 

 𝜀 =
𝑀(𝑇)

𝑀0(𝑇)
 (21) 

Moreover, one particular case where the emissivity of the surface does not influence 

the contactless measurement of the surface temperature, as emitted or reflected infrared 

radiation becomes independent of the object’s surface emissivity; is when the 

environmental/background temperature is identical to the objects temperature [54], 

causing the target to be indistinguishable in a thermal image. The solution to this issue 

is to heat the object or place it in an environment having a different background 

temperature. This is not a concern in this study, as the sample is already being heated 

using a constant heat flux-based system which raises the temperature of the sample 

considerably compared to the background environmental temperature.  

The American Society for Testing and Materials (ASTM) define two standard test 

methods for determining the emissivity of objects when measuring their surface 

temperatures using infrared imaging radiometers [60]. The first method, called the 

Contact Thermometer Method (CTM), involves the use of contact thermometer to 

measure the temperature of a point or area where the emissivity is to be defined; the 

emissivity on the infrared imaging radiometer or IR camera’s computer, focused on the 

same spot, is adjusted until both readings match. The second technique, called the 

Noncontact Thermometer Method (NTM), employs a surface-modifying material 

(SMM) of known emissivity and adhered to the target’s surface, the IR camera’s 

emissivity is set to the SMM value and the temperature value is recorded. Then the IR 

camera is focused on a spot on the target adjacent to the SMM where emissivity is to 
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be defined, and the IR camera’s emissivity is adjusted until the temperature reading of 

this spot matches the one recorded on the SMM. Both methods require a minimum of 

three repetitions and the material’s emissivity is the average of these repetitions. 

This work followed the standard NTM to estimate the emissivity of the black Plasti Dip 

rubber coating discussed earlier in Section 5.1, with a thermal emission tape as the 

SMM. The thermal emission tape, manufactured by Testo SE & Co., has an emissivity 

of 𝜀 = 0.95 and temperature resistance of up to +250 ℃. Five locations have been 

selected to measure the emissivity of the coating as shown in Figure 5-1(a)–(b), to 

assure certainty. After adhering the SMM, the sample was left for few minutes to settle 

and reach a constant temperature, then thermal imaging was performed indoors. The 

emissivity check has been repeated ten times, meeting and exceeding the three 

repetition requirement set by the ASTM standard, with the average emissivity values 

of the five coatings over the ten repetitions being reported in Table 5-1. From the 

performed examination, the emissivity of this rubber-coated surfaces reported to be 𝜀 =

0.909. Moreover, it is recommended, when Plasti Dip rubber coating is used to enhance 

the emissivity of reflective surfaces, to apply two coats and ensure the coating thickness 

is less than 1 32⁄ "
 or 0.80 mm [61]. It should be noted that the rubber coating applied 

on the samples in this study satisfy these requirements. 

 

(a) 

Thermal tape Plasti Dip  

paint 



42 

 

 
Figure 5-1: Emissivity check of the Plasti Dip black rubber coating using a thermal 

tape on five different locations shown by (a) the visible image and (b) the 

thermal image 

 

Table 5-1: Reported emissivity values of the rubber coating over 10 repetitions. 
Repetitions 1 2 3 4 5 6 7 8 9 10 

𝜀 0.899 0.908 0.909 0.910 0.910 0.910 0.910 0.911 0.912 0.913 

𝜀𝑎𝑣𝑔 0.909 

 

5.3. Thermography System 

The thermography setup used in this study is displayed in Figure 5-2(a) where the 

system consists of an Aim-TTi CPX400A DC bench power supply unit which can 

supply up to 60 V and 20 A of direct current. This DC bench power supply is connected 

to a 12 V 12 W flexible polyimide film heater that is 10 mm wide and 93 mm long. 

The film heater, which is manufactured by Icstation, is fixed to the left end of the sample 

positioned on the Plexiglas fixture. As shown from Figure 5-2(b), the strip heater 

consists of a flexible polyimide film with a thermo foil that comes into contact with the 

sample’s left end using a 3MTM thermal self-adhesive. InfraTec VarioCAM HD Head-

600 IR camera with a resolution of 480 × 640 pixels along with a temperature 

sensitivity of 0.03 K and up to 60 Hz or 60 frames per second acquisition rate is utilized 

to record the temperature profile of the samples with time as they are heated. Lastly, a 

laptop is used to operate the acquisition process by controlling the IR camera’s 

parameters through InfraTec’s IRBIS 3 plus thermography analysis software.  

After ensuring that the samples are perfectly horizontal as discussed in Section 5.1, the 

IR camera is positioned and focused on the samples such that their entire length almost 

(b) 
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encompasses the 640 pixel frame length. Using a measuring box in the software, the 

thermal image of the sample was manually enclosed in a rectangular frame that has an 

average size of 615 × 45 pixels. The rectangular frame pixel resolution is quantified in 

each run. This rectangular frame is used to export the raw temperature readings of the 

samples as they are being heated with time. Based on the experimental analyses done, 

a heating period of 1800 s was selected to allow heat to diffuse and reach the right end 

of both samples and a 2 Hz acquisition framerate was chosen. All parameters used in 

this experimental system are listed in Table 5-2. 

 

 
Figure 5-2: A presentation of (a) the experimental setup used in this study and (b) the 

strip heater in contact with the sample’s left side. 
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Table 5-2: Thermography setup parameters. 

 Parameters  Value 

IR camera 

heating period 1800 s 

framerate 2 frames per second 

emissivity (𝜀) 0.909 

thermal image resolution 615 × 45 pixels 

 

5.4. Experimental Procedure  

Before switching on the power supply unit, the IR camera starts recording for 20 s at a 

6 Hz frame rate, resulting in approximately 120 frames of temperature readings to 

estimate the reference temperature of the sample before excitation (𝑇0). The frame 

acquisition rate is then reduced to 2 frames per second and the power supply unit is 

switched on to start inducing heat into the samples simultaneously. The excitation 

period was stopped upon reaching a temperature change of ≈ 22 K on the left end of 

the sample. Non-uniformity of an IR camera’s sensors due to minor detector drifts result 

in slowly-varying structured spatial row or line noise patterns imposed on the infrared 

image [62], [63]. This non-uniformity noise or fixed pattern noise is mainly due to the 

change in scenes and the IR camera’s own radiation which affects both image quality 

and temperature readings. This non-uniformity is amplified in uncooled infrared 

cameras, such as the one used in this study, where it has been shown that some uncooled 

cameras require a correction every 30 s [63]. There are many non-uniformity correction 

(NUC) algorithms that have been developed for different applications to ensure highest 

image quality.  In this study, a built-in NUC option in the IR camera’s IRBIS software 

is utilized and set for correction every 30 s. 

After the end of the excitation period, the recording is stopped and the power unit is 

switched off while the created rectangular frame bracketing the sample allow exporting 

of the sample’s raw temperature readings only and not the entire field of view (FOV). 

To create the temperature difference readings, the unheated 120 frames are averaged 

across the 20 s resulting in a single 2D temperature reading representing the initial 

temperature (𝑇0) of the samples before switching the heater on. This averaged initial 

temperature reading is then subtracted from the temperature measurements of the 
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heated sample forming the temperature change 𝜃(𝑥, 𝑦, 𝑡) shown in Figure 5-3 for both 

tested alloys at the selected time frames from the start of the excitation period. Figure 

5-3(a) shows the temperature change in the Al-2024 alloy of high thermal diffusivity 

and Figure 5-3(b) shows the temperature change in the SS-304 alloy of low thermal 

diffusivity. The input heat flux used on the left side of the SS-304 rectangular sample 

is approximately 4 times lower than that used over the Al-2024 sample in agreement 

with the simulation values shown in Table 4-1. This allows for the heat to diffuse 

enough through the SS-304 sample before reaching the peak temperature change of ≈

22 K and offers a better utilization of the sample length in retrieving the material 

thermal diffusivity. 

 

t =   120 s 

t =   180 s 

t =   240 s 

t =   300 s 

t =   360 s 

(a) Al-2024 𝜃 [K]  
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Figure 5-3: Thermal images 𝜃(𝑥, 𝑦, 𝑡) captured at different timeframes for (a) Al-

2024 and (b) SS-304 samples. 

  

t =   120 s 

t =   540 s 

t =   960 s 

t = 1380 s 

t = 1800 s 

(b) SS-304 𝜃 [K]  
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Chapter 6. Results and Discussion 

As mentioned above in the previous section, Figure 5-3 displays the temperature change 

𝜃(𝑥, 𝑦, 𝑡) for both alloys as they are being heated from the left end of the samples. 

Figure 5-3(a) represents the temperature change through time along the Al-2024 alloy 

where it could be seen that the sample takes 360 s to reach a peak temperature change 

of ≈ 22 K, and the rightmost end of the sample shows a temperature change of ≈ 5 K. 

Contrarily, Figure 5-3(b) displays the temperature change through time along the SS-

304 alloy where it could be seen that the stainless-steel alloy sample took 1800 s to 

reach a peak temperature change of ≈ 22 K, as endured by the aluminum sample, while 

the peak temperature change at the rightmost end of the sample is ≈ 1 K. This indicates 

that for a given excitation, Al-2024 conducts the imposed heat better and faster than the 

SS-304 alloy. Hence, this proves that the Al-2024 alloy has higher thermal conductivity 

and diffusivity when compared to the SS-304 alloy as expected, where the theoretical 

values of the thermal conductivity and diffusivity of Al-2024 listed in Table 4-1 show 

a one-order of magnitude higher than that for SS-304. 

As the proposed method utilizes a 1D transient temperature change to estimate a 

material’s thermal diffusivity, the measured temperature change 𝜃(𝑥, 𝑦, 𝑡) was 

averaged along the 𝑦 dimension resulting in a 1D transient temperature change 𝜃(𝑥, 𝑡) 

along the sample length. Plots of these experimental temperature change (𝜃) variations 

in both materials are presented in Figure 6-1 for the selected time frames. The solid 

lines represent the theoretical 1D transient temperature change 𝜃(𝑥, 𝑡) along the sample 

from estimated 𝑉  parameters while the solid markers represent the experimental 

thermal measurements obtained by the IR camera. Figure 6-1(a)–(b) presents 5 frames 

of the temperature change along the length of the Al-2024 and the SS-304 samples 

through the selected time periods, respectively. Thermal measurements were used at a 

rate of 1 frame per second starting at 120 s up to 360 s for Al-2024 and up to 1800 s for 

SS-304 to experimentally estimate their thermal diffusivity values. 
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Figure 6-1: Average temperature change 𝜃(𝑥, 𝑡) at different timeframes using the 

theoretical model (solid lines) and experimental data (solid markers) over 

(a) Al-2024 and (b) SS-304 samples. 

 

It could be seen from Figure 6-1(a)–(b) that the temperature change readings obtained 

from the experimental trials using the IR camera, shown by the solid markers, closely 

follow the theoretical 1D temperature change, represented by the solid lines, obtained 

from the theoretical model discussed in Section 3.1. Observing the trend experienced 

by both materials, Al-2024 alloy show a flatter temperature distribution compared to 

the much steeper trend experienced by the SS-304 alloy. This indicates how the Al-

2024 sample is more thermally conductive and diffusive than the SS-304. Furthermore, 

focusing on the peak temperature change reached by both materials, it could be seen 

that the Al-2024 alloy took 360 s to reach a peak temperature change of ≈ 22 K while 

the SS-304 alloy took 1800 s to reach approximately the same temperature reading. 

0

5

10

15

20

25

0 50 100 150 200 250 300

θ
[K

]

x [mm]

  360

  300

  240

  180

  120

t [s](a) Al-2024

0

5

10

15

20

25

0 50 100 150 200 250 300

θ
[K

]

x [mm]

  1800

  1380

    960

    540

    120

t [s](b) SS-304



49 

 

This proves the deduction reached from Figure 5-3(a)–(b) mentioned earlier. Overall, 

seeing the experimental temperature change readings closely following the trends 

obtained from the theoretical model in Figure 6-1(a)–(b), indicates the accuracy of the 

1D theoretical model and its use in estimating a metallic alloy thermal diffusivity as 

proposed in this study. 

Similar to the analysis done in Section 4.2 using COMSOL simulated data, the 

uncertainty of experimentally estimated thermal diffusivity for both materials when 

compared to the reference values listed in Table 4-1 have been plotted against the 

number of 𝑁 terms used in Eq. (18) and shown in Figure 6-2 for (a) Al-2024 and (b) 

SS-304 alloys. The experimental trend represented by Figure 6-2 closely follows the 

one obtained from the FEA represented by Figure 4-7 for both alloys. Likewise, a 

matching conclusion is reached, where it could be seen that using 𝑁 > 4 results in a 

0.07% and a -0.16% uncertainty in experimentally estimated thermal diffusivities of 

Al-2024 and SS-304, respectively. Furthermore, the experimentally estimated thermal 

diffusivity values with the number of iterations (𝑖) is illustrated in Figure 6-3 for (a) 

Al-2024 and (b) SS-304 alloys. Figure 6-2 and Figure 6-3 display the outcome obtained 

by one of the nine trials taken on each material. The experimental trial has been repeated 

nine times on each sample, obtaining nine temperature readings for every alloy. Table 

6-1 lists the experimental thermal diffusivity estimates of all nine trials along with their 

average uncertainties when compared to the reference values listed in Table 4-1. 

Notably, the average uncertainty of the nine thermal diffusivity estimates is 1.39% and 

-0.70% for Al-2024 and SS-304, respectively. This strongly supports the efficacy of the 

proposed approach in estimating the thermal diffusivity of both high and low thermal 

diffusivity alloys where the aluminum alloy has a one-order of magnitude higher 

thermal diffusivity than the stainless-steel alloy. 
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Figure 6-2: Experimental uncertainty in thermal diffusivity estimation of the (a) Al-

2024 and (b) SS-304 samples using different N number of terms. 

 

  
Figure 6-3: The convergence in experimental thermal diffusivity estimation of the (a) 

Al-2024 and (b) SS-304 samples with iterations. 
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Table 6-1: Summary of experimental thermal diffusivity estimates and their 

uncertainties. 

 Al-2024 SS-304 

Trial # 𝛼 [× 10−6 m2 s⁄ ] 𝐸 [%] 𝛼 [× 10−6 m2 s⁄ ] 𝐸 [%] 

1 50.1237 0.77 4.0618 -1.57 

2 51.6667 3.87 4.1200 -0.16 

3 51.0505 2.63 3.8844 -5.87 

4 49.7755 0.07 4.1592 0.79 

5 49.9968 0.45 4.1456 0.46 

6 49.0796 -1.33 4.0556 -1.72 

7 51.5964 3.73 4.2725 3.54 

8 50.2698 1.06 4.0664 -1.46 

9 50.3707 1.26 4.1146 -0.29 

Reference         49.7431 [52] −        4.1266 [53] − 

Mean 50.4366 1.39 4.0978 -0.70 
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Chapter 7. Summary and Future Work 

7.1. Conclusion 

This study targeted the development of a simple experimental thermography technique 

to accurately estimate a metallic alloy thermal diffusivity. The proposed 1D infrared 

thermography inspection technique is implemented by heating the metallic rectangular 

samples through a uniform flux-based excitation source. A theoretical model has been 

developed to account for the sample dimensions, material thermal properties, effective 

heat convection coefficient with the surrounding environment and a uniform heat flux 

applied to the sample. The effective convection heat transfer coefficient combines the 

natural convection and radiation endured by the sample to the surrounding 

environment. The proposed method successfully estimated the thermal diffusivity of 

two different alloys by employing the forward theoretical model of heat diffusion and 

the direct search method.  It requires no information on the applied heat flux nor the 

effective convection heat transfer coefficient with the surrounding environment as the 

adopted approach is used to estimate the heat flux, Biot number, and the material 

thermal diffusivity of interest. It is demonstrated that the proposed method delivers an 

uncertainty of less than 2% in material thermal diffusivity estimation when tested 

experimentally over a high thermal diffusivity aerospace grade aluminum alloy (Al-

2024 T4) and a one-order of magnitude lower thermal diffusivity in a stainless-steel 

alloy (SS-304). This makes the proposed 1D approximation method a practical, simple 

and accurate thermography technique for estimating thermal diffusivity of numerous 

alloys commonly used in the industry.  

7.2. Future Work 

The proposed 1D model is a robust and effective tool in estimating thermal diffusivity 

of high and medium conductivity metallic alloys while requiring no prior knowledge or 

specific control of experimental variables. Thus, future work could include the 

implementation of the proposed 1D model along with the optimization algorithm, to 

estimate material thermal diffusivity after removing the radial and tangential distortions 

caused by the IR camera’s lens. Distortions caused by the curved nature of the camera’s 

lens deform the captured thermal images by adding pincushion or barrel effects. 

Geometric calibration involves the imaging of a calibration target of well-known 

geometric features to determine the parameters of the camera and remove distortions in 
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the captured images [64]–[66]. As this work requires the geometrical information, exact 

length of the samples being thermally imaged, removing distortions through a simple 

geometric calibration to the IR camera then using the proposed 1D model to estimate 

material thermal diffusivity, might prove accurate and practical.  
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