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ABSTRACT

Wireless communication has witnessed a significant growth due to recent ad-

vances in technology. As a result, there has been a strong demand for various multi-

media services and applications over wireless channels. Typically, multimedia data is

large in volume with high bandwidth requirements; therefore multimedia communi-

cations over unreliable and bandwidth limited channels has been always a challenge.

In addition, the compressed multimedia data is highly sensitive to information loss

and channel bit errors. Transmission errors can cause decoding failure which will

distort the reconstructed image or video. Forward error correction (FEC) techniques

could be employed to reduce the effects of errors on the quality of the reconstructed

multimedia information. However, these error correction schemes inflict redundant

bits on the transmitted data resulting in a loss in the bandwidth efficiency. Thus,

the challenge resides in protecting the compressed multimedia data to ensure reli-

able transmission against hostile channel conditions while having less impact on the

bandwidth efficiency.

In this thesis, we outline a new approach to tackle the problem of reliable

image and video transmission over wireless channels. We propose an adaptive trans-

mission scheme that attempts to meet the available channel conditions through the
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adaptation of the modulation modes and channel coding rates. The proposed scheme

partitions the compressed image and video data into different bit streams with un-

equal importance as perceived by the human visual system. Then, it jointly considers

the estimated channel conditions and the importance of the transmitted bit stream

when deciding on the modulation mode and the coding rate. The proposed scheme

attempts to meet a predefined target bit error rate (BER) and yet avoids over pro-

tection, hence it improves the bandwidth efficiency which consequently increases the

effective transmission rate. The proposed scheme then decides on the transmission

parameters which meet the predefined target BER using an off-line lookup table.

This predefined BER is based on the sensitivity of the transmitted bit stream. The

results show that image transmission over Rayleigh flat fading channel using the pro-

posed adaptive modulation scheme achieves peak signal-to-noise ratio (PSNR) values

slightly less than those of a fixed-modulation system resulting in an insignificant im-

pact on the subjective quality of the reconstructed images. However, the spectral effi-

ciency of the proposed scheme is improved up to 460%. Results also demonstrate that

combining adaptive modulation and channel coding for image transmission provides

a graceful trade-off between image quality and spectral efficiency. For video trans-

mission, a modified version of the proposed scheme shows significant improvement in

the spectral efficiency while maintaining an average PSNR value of 32 dB across the

transmitted video frames with an acceptable perceptual quality and smooth playback.

Furthermore, the overall performance of the proposed scheme degrades gracefully in

the presence of imperfect channel estimation. In future work, the playback buffer

occupancy could be considered along with the channel condition and the importance

of the bit stream to reduce buffer starvation instants.
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Chapter 1

Introduction

Recently, wireless multimedia applications and services have undergone enormous de-

velopment due to the significant and continuing growth of wireless communications.

These applications demand reliable channels and high data rates. On the other hand,

wireless channels are characterized by their limited bandwidth and time varying con-

ditions. The challenge raised by the wireless communication lies in the contradiction

between the limited bandwidth offered by the channel and the large volume of multi-

media data as well as the strict quality of service (QoS) parameters (such as bit error

rate (BER), delay and latency) required by multimedia applications. The wireless

channel might also delay, lose, or corrupt individual packets. Losses have significant

impact on the perceived quality due to spatiotemporal error propagation. Thus, to

achieve the required high data rates and acceptable BER, the channel must be effi-

ciently used to guarantee a maximum level of perceptual quality from the end-user’s

perspective.

Typically, video services are demanding applications in terms of bandwidth

requirements, losses and delay bounds. Different video coding algorithms and stan-

dards have been introduced to enable smooth delivery of video services at an accept-

able quality over time varying and bandwidth limited channels. Since most of these

coding standards use lossy compression, the coded data stream becomes highly sen-

sitive to information loss and channel bit errors resulting in severe distortion in the

transmitted videos. Therefore an efficient video transmission scheme is always a goal

that requires careful considerations.

The increasing demand for wireless multimedia transmission has motivated a
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lot of researches on images and video communications over wireless systems. The

implementation of joint source and channel coding schemes to transmit digital im-

ages and videos were investigated in [1], [2], [3], [4], [5], [6], [7]. Error resilience cod-

ing [8], [9], [10] and power allocation techniques [11], [12], [13] proved to enable reliable

multimedia transmission over wireless channels. Error control methods [14], [15] and

power control approaches [16], [17] are very effective strategies for supporting QoS

in robust video transmission. Joint source coding and transmission power manage-

ment [18], and joint power control and FEC [19] provide robustness against channel

errors to minimize the amount of distortion in the received video sequence.

In this study, we address the application of joint adaptive modulation and

channel coding and for multimedia transmission over wireless fading channels. We

propose a new approach for selecting the appropriate modulation level and channel

coding rate which jointly considers the perceptual quality and bandwidth efficiency.

In this approach, the adaptation targets maximizing the bandwidth efficiency while

maintaining high peak signal-to-noise ratio (PSNR) for an acceptable perceptual qual-

ity. In this work, we used JPEG algorithm for image compression. Since not all

portions of the coded bitstream are equally important, our framework partitions the

bitstream into sub-streams with different quality and protects each sub-stream based

on its contribution to the final quality of the decompressed image. While for video

compression we focused primarily on the H.264/AVC codec because of its high com-

pression ratio and its error resilience. Through the data partitioning mode provided

by H.264/AVC, the video stream is classified into different layers, each characterized

by a different degree of importance in the decoding process. Thus, our transmis-

sion scheme allocates different protection levels to different portions of the video

data based on their sensitivity to errors. An algorithm is developed and used to se-

lect the appropriate modulation mode and channel coding rate in order to efficiently

protect the partitioned multimedia content against channel degradation. Simulation

results show that adaptation according to the channel condition enhances the spec-

tral efficiency and gives acceptable immunity against channel variations. While the
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adaptation according to the sensitivity of the compressed multimedia content proved

to prevent the channel from introducing unrecoverable errors and improve the quality

of the reconstructed data.

1.1 Motivation and Challenges

The increasing demand for multimedia applications (e.g. HDTV, video conferencing,

video telephony and video-on-demand), motivates the need for designing a robust and

reliable transmission scheme over wireless channels.

A video stream consists of a sequence of still images (frames) displayed one

after another to imitate motion and interactivity. Each of these images requires a

large amount of storage and a fast and reliable channel for transmission. To reduce

the amount of transmitted data, data compression techniques are needed. Typically,

image and video compression algorithms achieve this by exploiting the inherent spa-

tial and temporal redundancies. However, these algorithms are designed to remove

spatial and temporal redundancies while assuming error free transmission. Hence,

compressed video and image bit streams are highly sensitive to channel errors. This

sensitivity is mostly because of the quantization and differential coding operations as

well as the spatial and temporal interdependencies. The use of variable-length coding

(VLC) in the erroneous compressed data would not allow even the non-corrupted

parts to be correctly decoded until after the next synchronization point is obtained.

On the other hand, wireless channels are characterized by their limited band-

width and time varying nature which poses other challenges on multimedia com-

munications. Moreover, data transmission over wireless channels is susceptible to

random bit errors due to a number of impairments, such as path loss, shadowing and

multipath fading. Therefore, when a compressed bitstream is transmitted over such

error-prone channels, the impact of bit errors might range from negligible, moderate,

to extremely severe. Sometimes a single error could render a whole bit stream useless

and might lead to the drop of the entire frame which typically degrades the quality
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of the reconstructed information.

In multimedia communications, distortion in the reconstructed information

can be classified into two types. The first type is the quantization distortion intro-

duced by the lossy source encoding schemes and the second type is distortion due to

channel errors. There are different ways to protect multimedia data against channel

errors. Error control schemes at the highest level can be divided into two classes,

namely, automatic repeat request (ARQ) and FEC. In ARQ schemes, a data block

is encoded for error detection and when an error is detected at the receiver then

retransmission is requested. Thus, these scheme are not suitable for time sensitive

applications. The other viable option is employing FEC where a data block is encoded

for error correction at the receiver without retransmission. However, FEC schemes

add overhead data to provide the necessary correction capability. Clearly, this results

a reduction in the effective data rate.

Another challenge is the time-sensitive nature of video information, where a

video frame must be correctly received and decoded before its playback time. In

addition, video frames exhibit interdependencies among themselves, whereby losing

an important frame leads to the loss of the consecutive frames. Thus, any video

transmission scheme has to provide sufficient robustness to handle these difficulties

and ensure that the quality of the decoded video is not overly affected by the channel

unreliability. Based on the previous discussion, the video quality could be improved by

selecting the appropriate transmission parameters not only according to the channel

conditions but also according to importance of the multimedia information.

1.2 Contribution and Outline

The contributions of this work are as follows:

• Develop an adaptive modulation scheme for wireless image transmission over

Rayleigh flat-fading channels. Simulation results show significant improvement
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in the spectral efficiency when compared to a fixed-modulation system, while

maintaining an acceptable image quality.

• Develop an adaptive modulation and channel coding scheme for wireless image

transmission over Rayleigh flat-fading channel. Simulation results demonstrate

that such a collaborative adaptive modulation and channel coding provides

efficient use of the wireless channel to enhance the bandwidth efficiency. It

also shows that the proposed scheme provides an acceptable performance both

subjectively and objectively of the transmitted images.

• Extend the proposed scheme to video transmission over wireless Rayleigh flat-

fading channel. Simulation results show that a significant improvement in the

spectral efficiency can be achieved while maintaining an acceptable PSNR values

across the transmitted video frames with good perceptual quality and smooth

playback.

The proposed transmission schemes differ from previous work in that they exploit

the differential sensitivity of multimedia contents, where it adapts the modulation

modes and channel coding rates based upon the relative importance that each portion

has on the reconstructed images and videos to enhance the spectral efficiency while

keeping an acceptable perceptual quality. Sensitivity evaluation was performed to

assure the reliability and robustness of the developed transmission approach over

wireless channels. Results show that the overall performance degrades gracefully in

the presence of imperfect channel estimation. Although the proposed scheme was

implemented for JPEG and H.264/AVC codecs, it can be extended to other similar

coding schemes that use transform coding, motion compensation and entropy coding.

The rest of the thesis is organized as follows:

Chapter 2 provides a technical overview of JPEG and H.264/AVC coding standards

and introduces a comprehensive review of the literature. In Chapter 3, we describe
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the system model and explain the proposed adaptive transmission scheme. We will

also look into the performance of various modulation modes and convolutional codes

under flat Rayleigh fading conditions. In Chapter 4, the performance of the proposed

scheme is evaluated through computer simulations. It demonstrates the impact on

the bandwidth efficiency, BER performance, the objective and the subjective quality

of the reconstructed images and videos. In Chapter 5, we draw the main conclusions

and discuss the future work.



Chapter 2

Background and Literature Review

We addressed in Chapter 1 the challenges facing wireless multimedia transmission.

There is a large amount of work in the literature that has been done to mitigate the

impact of the transmission errors on the reconstructed data. In this chapter, we first

introduce a technical overview of JPEG and H.264/AVC compression standards which

is needed for a better understanding of both the literature review and the proposed

methodology in Chapter 3. Then we provide a summary of the methods that have

been developed and used for multimedia communications in the past few years.

2.1 Overview of Still Image Coding: JPEG Standard

Various coding schemes have been proposed for lossy data compression. The Joint

Photographic Experts Group (JPEG) standard operates in three compression modes.

These are called the baseline sequential mode, the progressive mode and the hierar-

chical mode. The baseline sequential process of the JPEG standard is used for image

compression in this work.

2.1.1 Baseline sequential mode compression

In this mode, an image is partitioned into 8 × 8 non-overlapping pixel blocks from

left to right and top to bottom. Each block is DCT coded to produce 64 coeffi-

cients (one DC and 63 AC coefficients). These coefficients are then quantized and

entropy coded [20], [21], [22]. Figure 2.1 illustrates the JPEG’s baseline compression

algorithm.
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Figure 2.1: Block diagram of a baseline JPEG encoder.

The forward and inverse DCT are defined as follow:

FDCT:

Suv =
1

4
CuCv

7∑
i=0

7∑
i=0

Sij cos
(2i+ 1)uπ

16
cos

(2j + 1)vπ

16
(2.1)

IDCT:

Sij =
1

4

7∑
i=0

7∑
i=0

CuCvSuv cos
(2i+ 1)uπ

16
cos

(2j + 1)vπ

16
(2.2)

CuCv =


1√
2

u, v = 0

1 otherwise

where Sij is the value of the pixel at position (i,j) in the block and Suv is the trans-
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formed (u,v) DCT coefficient. The 64 DCT coefficients are then quantized as follows:

Sqyv =
Suv
Quv

(2.3)

where Sqyv is quantized value of the DCT coefficient Suv, and Quv is the quantization

value obtained from the quantization table. The default quantization table was used

in our model and is shown in Table 2.1.

16 11 10 16 24 40 51 61

12 12 14 19 26 58 60 55

14 13 16 24 40 57 69 56

14 17 22 29 51 87 80 62

18 22 37 56 68 109 103 77

24 35 55 64 81 104 113 92

49 64 78 87 103 121 120 101

72 92 95 98 112 100 103 99

Table 2.1: Luminance quantization table [21].

The dequantization at the decoder is performed as follows:

Rqyv = Squv ×Quv (2.4)

where Rqyv is the dequantized DCT value. After the quantization is done, the DC

coefficient positioned at location (0,0) and the 63 AC coefficients are coded separately

as shown in Figure 2.2. Differential pulse coding modulation (DPCM) is used to

encode the DC coefficients to allow prediction of the DC coefficient from the previous

block, i.e. (DIFF = DCi − DCi−1), as shown in Figure 2.2. Zigzag scanning is

performed on the AC coefficients starting from the AC coefficient positioned at (1,0),

then (0,1), etc.
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Figure 2.2: Preparing of the DCT coefficients for entropy coding [22].

In the following subsections we give more details on the process of the entropy coding

of the DC and AC coefficients.

2.1.2 Coding of DC coefficients

All DC coefficients of each 8 × 8 block of the entire image are combined to make a

sequence of combined coefficients. Only the first DC coefficient is encoded, followed

by encoded differences of the other consecutive DC coefficients in the image. The

DIFF values are categorized based on the magnitude range called category (CAT) as

illustrated in Appendix A, Table A.1. Category zero is used for defining the end of

block (EOB) code. Since the categories don’t appear with the same frequency, they

are variable length encoded as shown in Appendix A, Table A.2. VLC exploits this

statistical property of the source by setting the shortest codewords to represent the

most frequently occurring categories.

2.1.3 Coding of AC coefficients

After zigzag scanning, the resultant AC coefficients sequence will contain long zeroes

strings within it. To exploit this feature, the AC coefficients are encoded using run-

length encoding (RLE) and Huffman coding. Thus, more compression can be achieved

by replacing long zeroes strings by short codewords. Each nonzero coefficient is
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described by a (RUN, CAT) pair as shown in Appendix A, Table A.3. CAT represents

the amplitude of a nonzero coefficient, and RUN is the number of zeros following

that coefficient. An end of block (EOB) is assigned to indicate that the rest of the

coefficients of the block are zeros.

2.2 Overview of MPEG-4 PART 10: H.264/AVC

In this section, we provide an overview of the H.264 or MPEG-4 Part 10 Advanced

Video Coding (AVC). H.264/AVC is the most recent codec and it is designed to

achieve the best quality at the highest compression ratio possible. It can deliver

better video quality than previous codec at the same bit rate [20], [23], [24]. There

are three profiles defined by H.264, namely, the baseline profile, the main profile, and

the extended profile. The extended profile is used for video compression in this work,

since it is intended for streaming applications. In the following subsections, we will

introduce some features of H.264/AVC codec.

2.2.1 Slices and Slice Groups

Video frames are divided into macroblocks (MBs), each MB consists of a 16×16 luma

pixels block, and two 8×8 chroma pixels blocks. Video frame can also be partitioned

into slices, where a slice consists of an integer number of MBs. H.264/AVC supports

flexible macroblock ordering (FMO) technique which allocates MBs into slice groups

using a variety of slice mapping patterns. Each slice group contains several slices

that are decoded independently. Hence, if one slice is lost the remaining slices can be

reconstructed successfully. Figure 2.3 shows one way to allocate a MB within a video

frame to one of three slice groups.
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Figure 2.3: Example of slice groups [23].

2.2.2 Spatial Directional Intra Prediction Model

H.264/AVC provides spatial directional intra prediction model to predict a block of

pixels from perilously decoded blocks. The supported intra prediction block sizes for

the luma component are 4 × 4, 8 × 8 and 16 × 16. There are one DC and eight

directional prediction modes enabled by H.264/AVC. For instance, in the horizontal

prediction mode, the pixels to the left of the block are extrapolated horizontally as

illustrated in Figure 2.4. In diagonal down-right prediction mode, each pixels are

extrapolated at a 45◦ angle down to the right. When the 4× 4 intra prediction block

is chosen, each 4 × 4 luma block within a MB is allowed to use different prediction

mode. The intra prediction for 8× 8 block is formed similarly, while for the 16× 16

block only four prediction modes are possible.

 

Figure 2.4: Intraprediction in H.264/AVC [23].
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2.2.3 Motion Compensation Prediction Model

In motion compensation prediction, a MB in a previously reconstructed frame can be

used for the prediction of a current MB through the transmission of motion vectors.

H.264/AVC provides a powerful motion compensation model that includes variable

block size for motion compensation and a multiple reference picture buffer. The inter-

prediction process can be preformed with variable block sizes including 16×16, 16×8,

8× 16, 8× 8, 8× 4, 4× 8, and 4× 4 as illustrated Figure 2.5.

 

Figure 2.5: Illustration of macroblock partitioning into blocks of different sizes [20].

The multiple reference picture buffer may contain up to 16 reference frames.

Thus, H.264/AVC provides flexibility in terms of which pictures can be used as ref-

erences. In previous coding standards, the reference frames were limited to only two

frames that can be used for motion compensation. Figure 2.6 shows that a reference

frame in a predictive slice (P-slice) can be located subsequent to the current MB.

It also shows that to predict a MB in a bidirectional slice (B-slice), the reference

frames can be both located temporally previous or subsequent to the current frame.

Furthermore, the encoder may chose the B-slices to be references for the prediction

of other frames.
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Figure 2.6: Multireference picture prediction in H.264/AVC [23].

2.2.4 Entropy Coding

There are two entropy coding methods specified in H.264/AVC. The simpler method

is based on Context-Adaptive Variable-Length Coding (CAVLC) scheme. When

CAVLC is used, the VLC tables are chosen based on statistical information like

the number of non-zero coefficients in the neighboring blocks. The second method

is based on Context-Adaptive Binary Arithmetic Coding (CABAC) scheme. In this

method, non-binary symbols like the transformed coefficients and the motion vectors

are converted to binary codes. These codes are further encoded using the arithmetic

coder. CABAC method improves the compression ratio compared to CAVLC at the

cost of higher computational complexity.

2.2.5 The JM Reference Software

The joint video team (JVT) developed the joint model (JM) reference software which

is the implementation of the H.264/AVC as a C program [25]. The JM software

encodes a video sequence in YUV format into an H.264 bitstream file and generates

a trace file that records all the produced syntax elements of the coded video. At the

decoder, the H.264 bitstream file is decoded into a video file which can be displayed

using a YUV viewer.
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2.3 Literature Review

In this section, we present a review of the literature on recent approaches towards

multimedia communications over wireless channels.

The effects of adapting the source coding parameters to current communication

conditions including energy, latency, quality of image, and bandwidth were investi-

gated in [26]. The authors varied the scaling of the quantization values of JPEG

image compression algorithm. While increasing the quantization level degrades the

image quality, it reduces the number of bits to be transmitted as well as the required

communication energy, latency, and bandwidth.

When images are transmitted over wireless channels they suffer from two types

of source distortion. The first type is caused when transform coefficients are quantized

and the second is caused by packet losses due to transmission errors. Distortion due to

quantization can be controlled by the adaptive source coding while distortion due to

packet losses can be reduced by joint source and channel coding. Joint Source-channel

coding (JSCC) was considered in [1], [3], [5], [6], [7], [27], [28]. JSCC was introduced

to reduce distortion, complexity, and delay in [7]. In integrated JSCC, the entropy

coder and quantizer at the source coder, FEC and the modulation modes at the

channel coder are jointly designed [28]. In image and video transmission, a compressed

data shows different error sensitivities for different bit locations within the same

frame. The UEP protects more the important bits of the frame than less important

bits. While in adaptive FEC, the strength of protection depends on the state of the

wireless link [5]. The JSCC scheme can improve image and video quality significantly

when compared with schemes employing source rate control and/or channel code rate

control unjointly.

However, JSCC schemes have few limitations. For instance, because of entropy

coding, when a bit error occurs in the coded bit stream, it will propagate within the

stream. The exact contribution of a bit error to the overall distortion is difficult

to be estimated at the time of the encoding and most of the above-mentioned JSCC
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techniques do not take into account entropy coding. A distortion model for the trans-

mission of progressive JPEG compressed images over Rayleigh fading channels was

proposed in [4] to predict quantization and channel errors. The prediction takes into

account the channel bit error probability, the source coding rate and consider the ef-

fects of entropy coding and DPCM. Based on the same idea, the work was extended to

MPEG-4 video in [2], [29] taking into account important aspects of video compression

such as variable length coding, transform coding and motion compensation.

Error control codes (ECC) help to combat the channel errors however; tra-

ditional error control methods such as FEC or ARQ, are normally implemented at

the expense of sacrificing transmission bandwidth. Hence, the key for robust and

fast wireless multimedia transmission lies in increasing channel reliability and error

resiliency without sacrificing the spectral efficiency [30]. The authors in [31] achieved

considerable gain in terms of PSNR by exploiting the progressive source coding of

JPEG2000 images to protect different portions of the data stream with different chan-

nel code rates. The code rates were chosen based upon the relative importance that

each portion has on the reconstructed image.

The authors in [32] proposed a scheme to protect the coded bitstream by

exploiting the multi-resolution structure of resolution-scalable coded stream and pro-

tects different resolution levels based on their sensitivity to channel errors. The

proposed transmission strategy for scalable images and videos in [32] assigns the code

rates based on the impact of channel errors at different resolution levels to enable

considerable gains in terms of subjective and objective qualities.

An error detection and correction algorithm for H.263 coded video was sug-

gested in [33] to improve the perceptual quality after the reception of the erroneous

coded bitstream. The proposed error detection technique exploits the inherent redun-

dancies within and outside MB to detect erroneously decoded MBs. The redundancies

are measured in terms of a set of parameters based on MB and inner-DCT block sim-

ilarities. For each MB, parameters are compared with thresholds to detect erroneous

MBs. The information about each MB, whether erroneous or not, along with the
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received bit stream are then used in a step-by-step decoding based correction.

In [34], the bandwidth efficiency degradation associated with channel coding

was minimized by using UEP to protect scalable bitstreams against bit corruptions.

The authors in [35] proposed an UEP scheme which jointly considers the temporal

dependency of the frames in a group-of-pictures (GOP) and the quality dependency

of the scalable layers in each frame. In more details, unequal amounts of protection

were allocated to the different frames (I or P-frame) within a GOP, and in each

frame, unequal amounts of protection were allocated to the progressive bitstream of

the scalable video to provide a graceful degradation of video quality as packet loss

rate varies.

Adaptive unequal error protection (AUEP) and VLC reshuffling techniques

were applied in [36] to improve the resilience of image bitstreams when transmitted

over wireless channels. Removal of a certain number of high frequency DCT coef-

ficients in each MB was performed according to the current channel characteristics,

allowing the application of a stronger channel code to the transmitted bits. The VLC

reshuffling is used for reordering the important VLCs to the beginning of each MB.

Due to VLC of entropy coding, a single bit error may result in a loss of synchroniza-

tion and significant changes in the decoded symbol. One of the characteristics of the

multimedia data stream is that it can be decoded even if it encounters transmission

errors as long as the affected bits are restricted to certain limits.

Error-resilient tools can be classified into three major types, resynchronization,

data recovery, and error concealment. These tools detect and locate errors, support

fast resynchronization, and prevent the loss of entire information. Resynchronization

tools attempt to establish the synchronization between the decoder and the incoming

bitstream. They localize the error and prevent it from affecting the entire bitstream.

Once synchronization is established, the data between the synchronization point prior

to the errors and the first point where synchronization is reestablished are generally

discarded. An effective resynchronization tool makes error recovery and concealment

easier. After synchronization is reestablished, data recovery tools attempt to recover
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the lost data as much as possible. How much data recovery can be achieved de-

pends on the underlying coding scheme. For example, when a variable length coder

is used, nothing can be done and hence the data between the two synchronization

points before and after a detected error are discarded. However, when a reversible

length coder (RVLC) is used [9], some amount of data can be recovered. In this

approach, the variable length code words are designed such that they can be read

in both forward and reverse directions. It provides a significant gain in objective

and subjective visual quality. The performance of an error concealment strategy de-

pends on the resynchronization scheme and its ability to effectively localize the error.

The authors in [37] implemented a partial backward decodable bit stream (PBDBS)

method, which is similar to RVLC, for H.263+ video transmission. This technique

reverses the bit stream of some coded MBs so that these coded MBs can be decoded

in a backward direction. When a decoder loses resynchronization, it searches the next

resynchronization marker and decode the bitstream backwardly.

Error resilience techniques at the source coding level have been proved very

helpful to enable reliable transmission of multimedia data over noisy/fading channels.

The error resilient coding requires modifying the structure of the compressed bit

stream. Data streams of image compression schemes can endure significant bit errors

when error resilient mechanisms are applied [10]. At the decoder end, to further

mitigate the effects of error, error concealment can always be applied.

Channel adaptive resource assignments techniques help to achieve the capacity

of wireless communication systems. Energy efficiency is another important design

consideration in wireless multimedia communications. Alleviating the effect of fading

on the quality of signal transmission over wireless channels can be achieved through

adaptive transmission rate and power assignment [11], [12], [18]. The mechanism of

power control used in [38] measures the quality of the channel at the receiver to allow

the transmitter to adjust the amount of transmitted power accordingly. Less power

is allocated when the channel is in a good state while if the channel is in a bad state

then more power is allocated. Another class of solutions could be applied by sending
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more data when the channel is in a good state, while when the channel is a bad state

less or no data should be transmitted. Schemes in this category can be classified as

opportunistic schemes.

The quality of image transmission can be improved through the joint op-

timization of bit energy and channel coding. Minimizing the mean square error, or

equivalently maximizing the PSNR, will decide the amount of bit energy and whether

coding is used or not. The authors in [39] developed a rate-distortion transmission

power adaptation scheme for video streaming over wireless channels. The scheme

extracts feature variables from the video data, which describe its scene activity level.

Based on these feature variables, the authors classified the video into a number of

packet sets. For each set, the transmission distortion model developed in [40] and [41]

is used to map the BER into the transmission distortion. Optimum allocation of the

transmission power is then performed to minimize the overall transmission distortion.

The power allocation methods have certain limitations such as using energy-distortion

curves or simulations to predict the distortion. Constructing energy-distortion curves

and/or running simulations increase the computational complexity of the optimiza-

tion. However, it is not necessary that the channel will remain constant during the

transmission of the packet, so if the channel changes during the transmission that

would result in some quality degradation.

To increase the system capacity and reliability over wireless channels, multiple-

input and multiple-output (MIMO) systems can be used [13]. In MIMO systems,

multimedia coding techniques divide the coded data into different bitstreams with un-

equal importance that are transmitted using different antennas with different power

levels. Improved quality and higher data rates without any overhead on total band-

width were achieved. The transmitted power is kept constant during the symbol

period and the effects of channel time-varying condition during the frame transmis-

sion were taken into consideration.

Another approach to enhance the quality of multimedia data transmission

over wireless channels is through layered and multiple description coding [42], [43].
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An image is divided into a number of layers in layered coding (LC) with different

importance, namely, base layer and enhancement layers. To achieve the best picture

quality, all layers should be correctly received. However, an acceptable approximation

of the original image is guaranteed, when the base layer is received correctly while

the enhancement layers are used to enhance the base layer quality. Thus, the more

enhancement layers that are correctly received, the higher the quality of the recon-

structed image. The simplest layering consists of two-layer coding, one base layer and

one enhancement layer, where the low frequency components of the image are placed

in the base layer while the high frequency information is placed in the enhancement

layer. The level of protection increases as the importance of data increases. In multi-

ple descriptions coding (MDC), an image is divided into layers of equal importance.

A basic level of the reconstructed quality is guaranteed for each description alone.

The quality can be enhanced more for additionally correctly received descriptions.

After this literature review, the proposed methodology will be explained in

the next chapter.



Chapter 3

Methodology

In this study, we propose an efficient scheme for multimedia transmission over Rayleigh

fading channels. For this aim, we investigate the performance of joint adaptive mod-

ulation and channel coding techniques while taking into consideration the importance

of the bitstream and channel conditions. This is done to improve the spectral effi-

ciency while keeping high PSNR performance for images and acceptable perceptual

quality with smooth playback for videos.

3.1 System Model

 

 

 

Multimedia 

Source 

Source 

Encoder 

Adaptive 

Channel 

Encoder 

Adaptive 

Modulator 

Multimedia 

Sink 

Source 

Decoder 

Channel 

Decoder 

Demodulator 

Channel 

Estimator 

Transmitter Receiver 

Feedback Channel 

1 2 

 

i 

 

N 

 

… .. 

Figure 3.1: System Model.

Figure 3.1 depicts the block diagram of the proposed end-to-end transmission scheme.

The digital images generated by the multimedia source are encoded using JPEG
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compression algorithm while the videos are encoded using H.264/AVC standard as

explained in Chapter 2. The output of the source encoder is then divided into different

quality bitstreams with unequal importance. Accordingly, the bitstreams will be

treated differently during transmission. The compressed data will be transmitted over

a wireless channel using joint adaptive modulation and channel coding. We consider

multi-state channel which has N states {1, 2, . . . , N}. The received bitstream will be

demodulated then decoded to reconstruct the images and videos. We assume that the

channel state information (CSI) is available at the transmitter via reliable feedback

channel1.

In the following subsections, we describe the different blocks that compose the

system model. After that, the proposed scheme will be explained in details.

3.1.1 Channel Model

In this thesis, we assume that the channel has a Rayleigh fading model. The Rayleigh

distribution is used to model multipath fading channel with no direct line-of-sight

(LOS) path. The channel fading amplitude α is a random variable with mean square

value ᾱ2 = Ω, and distributed according to [46]:

Pα(α) =
2α

Ω
exp

(
−α2

Ω

)
, α > 0. (3.1)

The probability density function (PDF) of the received SNR for Rayleigh fading is

exponentially distributed as follows [47]:

Pγ =
1

γ̄
exp

(
γ

γ̄

)
, (3.2)

where γ is the instantaneous SNR and γ̄ is the average SNR value.

1Channel estimation is beyond the scope of this thesis, we refer the interested reader to [44], [45]
and the references therein.
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3.1.2 Adaptive Modulation

In the proposed transmission scheme, adaptive modulation is used to take full advan-

tage of the time-varying nature of wireless channels. In more details, the proposed

model varies the data rate (constellation size) according to the channel condition to

enhance the bandwidth (BW) efficiency. Several modulation levels are investigated

in this study including BPSK, 4-QAM 16-QAM and 64-QAM.

3.1.2.1 BPSK/QPSK With Coherent Detection

The binary phase shift keying (BPSK) and quadrature phase-shift keying (QPSK)

modulated signal can be expressed as [47]:

S(t) = Ac cos(2πfct+ θD(t)). (3.3)

where Ac is the amplitude of the modulated signal, fc is the carrier frequency and θD

is the carries phase. For BPSK, θD(t) = 0 when the source bit is 1 and θD(t) = π when

the source bit is 0. While for QPSK, the relationship between the 2-bit information

and the assigned phase is shown in Table 3.1.

Table 3.1: Relationship between 2-bit information and the assigned phase for Gray
encoding

2-Bit information θD(t)

00 −3π/4

01 3π/4

10 −π/4

11 π/4

The probability of bit error for BPSK modulated signal in (AWGN) channel with no
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fading is given by [48]:

Pb = Q

(√
2Eb
N0

)
, (3.4)

while for QPSK, the bit error probability is:

Pb = 2Q

(√
2Eb
N0

)
−Q2

(√
2Eb
N0

)
. (3.5)

where Eb/N0 is the SNR per bit (energy per bit-to-noise power spectral density) and

Q(.) is the Q−function defined as:

Q(x) =

∫ ∞
x

1√
2π
exp

(
−y2

2

)
dy. (3.6)

In the presence of fading, the received carrier amplitude Ac, is attenuated by the

fading amplitude α, while the received instantaneous signal power is attenuated by

α2. Thus, the instantaneous SNR per bit is γ , α2Eb/N0 and the average SNR per

bit is γ̄ , ᾱ2Eb/N0. The probability of bit error of a BPSK modulated signal when

transmitted over a Rayleigh fading channel is given by [46]:

Pb(γ) =
1

2

(
1−

√
γ̄

1 + γ̄

)
. (3.7)

In the case of QPSK, a symbol includes 2 bits. Therefore, when the energy per bit is

γ, then the energy per symbol γs = 2γ. When Gray encoding is applied, one symbol

error result in only 1 bit error. Therefore, the BER for QPSK with coherent detection

is given by [47]:

PQPSK
b w PBPSK

b ,

PQPSK
b w

1

2

(
1−

√
γ̄

1 + γ̄

)
. (3.8)
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3.1.2.2 M-QAM With Coherent Detection

Quadrature amplitude modulation (QAM) can be viewed as a combined amplitude

and phase modulation. Let M denote the number of possible transmitted waveforms,

then in the nth symbol interval the M -QAM signal can be expressed as [46]:

S(t) = Ac(aIn + jaQn) cos (2πfct+ θc). (3.9)

where Ac is the amplitude of the modulated signal, fc is the carrier frequency, θc is

the carries phase, the in-phase and quadrature amplitudes aIn and aQn range over

the values αi = 2i− 1−
√
M , where i = 1, 2, . . . ,

√
M .

The probability of bit error for M-QAM systems with a square constellation in AWGN

channel is [48]:

Pb = 4

(
1− 1√

M

)
Q

(√
3 log2M

M − 1

Eb
N0

)
×

(
1−

(
1− 1√

M

)
Q

(√
3 log2M

M − 1

Eb
N0

))
.

(3.10)

Thus, the BERs for 16-QAM and 64-QAM modulated signals respectively, are:

P 16−QAM
b = 3Q

(√
4

5

Eb
N0

)
×

[
1− 3

4
Q

(√
4

5

Eb
N0

)]
. (3.11)

P 64−QAM
b = 3.5Q

(√
2

7

Eb
N0

)
×

[
1− 7

8
Q

(√
2

7

Eb
N0

)]
. (3.12)

When an M-QAM signal is transmitted over a Rayleigh fading channel, the BER for

each modulation is given by [47]:

P 16−QAM
b =

3

8

(
1− 1√

1 + 5/2γ̄

)
. (3.13)

P 64−QAM
b =

7

24

(
1− 1√

1 + 7/γ̄

)
. (3.14)



3.1 System Model 26

3.1.2.3 Numerical Results for Coherent Detection

Figure 3.2 shows the BER performance of Gray-encoded BPSK, QPSK (4-QAM),

16-QAM and 64-QAM under flat Rayleigh fading conditions.
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Figure 3.2: BER performance of BPSK, 4-QAM, 16-QAM and 64-QAM under flat
Rayleigh fading conditions.

3.1.3 Adaptive Forward Error Correction

FEC schemes help to achieve reliable communications over wireless channels through

the addition of redundant (parity) bits to detect and correct transmission errors.

Thus, error detection and correction techniques result in additional overhead. How-

ever, when retransmission is not possible, FEC can improve the quality of the decoded

data [47]. In the following section, we give a short discussion of convolutional coding

since they are widely used in practice and will be used in our research.

3.1.3.1 Convolutional Coding

Convolutional coding is a powerful channel coding scheme for wireless mobile com-

munication systems [49]. The convolutional encoder consists of K-shift registers and



3.1 System Model 27

modulo-2 adders connected to some of the stages as shown in Figure 3.3. The shift

register consists of k-bit stages and n-linear algebraic function generators. A con-

volutional code is generated by passing the information sequence through the shift

register k bits at a time, which transforms the k-input sequence into n-bits output

channel code sequence. The code sequence is a new sequence that has redundancy

in it. The rate at which the transmission is performed by the encoder is defined as

the code rate, RC , where RC = k/n and RC 6 1. RC and the constraint length (K)

determine the performance of the convolutional codes.

 

 

 

 

Figure 3.3: Convolutional Encoder [52].

The generator polynomials determine the error correction capability of the

convolutional codes. Each code has its unique properties that are determined by the

chosen polynomials. Another important parameter is the free distance (dfree) which

is the minimum Hamming distance between different encoded sequences. Table 3.2

shows the optimum generator polynomials (G) for RC ∈ [1/3, 1/2]. It also lists

the upper bound on the free distance (dfree) of the convolutional code that can be

achieved by the specified generators.
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Table 3.2: The parameters of RC = 1/3 and RC = 1/2 convolutional codes [48].

Constraint length K RC G1 G2 G3 Upper Bound on dfree

3 1/3 110 111 111 8

3 1/2 110 111 - 5

High-rate (n− 1)/n punctured convolutional code can be generated from a low rate

1/n code in which some of the coded bits are deleted (punctured) from transmission.

Punctured code reduces the free distance of the rate 1/n code by some amount that

depends on the degree of puncturing. Table 3.3 shows the puncturing matrices (P)

for code rates 2/3 and 3/4 from the mother code RC = 1/2.

Table 3.3: The parameters ofRC = 2/3 andRC = 3/4 convolutional punctured codes
[48].

Constraint length K RC P Upper Bound on dfree

3 2/3 10 3

11

3 3/4 101 3

110

Transmission errors convert a given code sequence c into the received sequence Sr.

Maximum likelihood decoding compares the conditional probabilities P (Sr/c̀) that

the received sequence Sr corresponds to a possible code sequence c̀, then decides on

the sequence with the highest conditional probability [50]:

P (Sr/c̀) = max
all c

P (Sr/c). (3.15)

For any RC = k/n convolutional code, the probability of bit error is upper bounded
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by [51]:

Pb <
1

k

∞∑
d=dfree

BdPd, (3.16)

where Bd is the total number of ones in the information bit on all weight (d) paths,

and Pd is the probability of selecting a weight (d) output sequence as the transmitted

code sequence while the weight zero sequence was actually sent. Pd is determined by

the type of modulation and the channel model. This probability is given by:

Pd = [2
√

p(1− p)]d. (3.17)

where p is the probability of channel bit error. Since the average transmitted power

is the same whether coded or uncoded bits are transmitted, then the average energy

per coded bit is less than the average energy per uncoded bit. Thus, the probability

of coded bit error is given by the Pd appropriate to the modulation type with the

substitution:

γ̄c = RC × γ̄. (3.18)

where γ̄C is the SNR per bit for coded data bit. Hence, For BPSK/QPSK in Rayleigh

fading channel, we get from (3.7) and (3.18):

p =
1

2

(
1−

√
RC γ̄

1 +RC γ̄

)
. (3.19)

While for 16-QAM and 64-QAM respectively, we get from (3.13), (3.14) and (3.18):

p =
3

8

(
1− 1√

1 + 5/2RC γ̄

)
, (3.20)

p =
7

24

(
1− 1√

1 + 7/RC γ̄

)
. (3.21)

Table 3.4 lists the value of Bd for the convolutional codes we used in this study. Due

to the fact that (3.16) converges rapidly, its common to use the first five to eight
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terms.

Table 3.4: Convolutional codes information weight structure [53].

RC Bdfree Bdfree+1
Bdfree+2

Bdfree+3
Bdfree+4

Bdfree+5
Bdfree+6

Bdfree+7

1/3 3 0 15 0 58 0 201 0

1/2 1 4 12 32 80 192 448 1024

2/3 1 10 45 226 853 - - -

3/4 15 104 540 2520 11048 - - -

3.1.3.2 Numerical Results for BER Performance of Convolutional Code Under Flat

Rayleigh Fading Conditions

To validate our results, Figures 3.4, 3.5, 3.6 and 3.7 show the BER performance as a

function of channel SNR for coded BPSK, QPSK, 16-QAM and 64-QAM respectively,

in flat Rayleigh fading channel.

 

 Figure 3.4: BER performance of convolutionally encoded BPSK, 4-QAM, 16-QAM
and 64-QAM under flat Rayleigh fading conditions with RC = 1/3.
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Figure 3.5: BER performance of convolutionally encoded BPSK, 4-QAM, 16-QAM
and 64-QAM under flat Rayleigh fading conditions with RC = 1/2.

 

 Figure 3.6: BER performance of convolutionally encoded BPSK, 4-QAM, 16-QAM
and 64-QAM under flat Rayleigh fading conditions with RC = 2/3.
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 Figure 3.7: BER performance of convolutionally encoded BPSK, 4-QAM, 16-QAM
and 64-QAM under flat Rayleigh fading conditions with RC = 3/4.

3.1.4 Assumptions

In this study, we are interested in measuring the average PSNR due to quantization

and transmission errors. Therefore in what follows we assume error-free headers and

markers. This is can be done using powerful error correcting codes. In addition, we

assume that the feedback channel is highly reliable, as a result control messages and

channel information arrive at the transmitter free of errors. This is also justified by

assuming that a sufficiently powerful error-control code is employed to ensure error

free transmission on the backward channel.
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3.2 Proposed Transmission Scheme

When a fixed-modulation technique is used independent of the channel state, a con-

servative design would consider the worst case scenario and use a modulation level

that gives an acceptable immunity for all channel conditions. As the condition of

the channel improves, using a fixed-modulation mode will render the system to be

spectrally inefficient. This is explained by the fact that using a low modulation level

during the “good” channel conditions will hinder the transmission at higher data

rates that would have been possible if the proper modulation mode have been used.

Thus, in the proposed transmission scheme adaptive modulation is adopted to maxi-

mize the spectral efficiency while maintaining a predefined target BER as the channel

conditions vary with time.

In addition to adaptive modulation, channel coding is adaptively employed to

provide an extra protection and extend the performance to the poor channel SNR

range that even very low modulation levels cannot serve effectively. In this work,

we consider convolutional coding as the channel coding technique. The code rate

is changed from one packet to another according to the channel conditions and the

importance of the transmitted bit stream. More specifically, high modulation levels

and high coding rates are used when the channel conditions are favorable and lower

modulation levels and lower coding rates as the channel condition worsens.

To determine the most appropriate modulation mode and coding rate, the

proposed scheme partitions the received SNR space by setting different thresholds

on the SNR values. In what follows the term SNR refers to the ratio of average

energy per bit to noise power spectral density (Eb/N0). Based on the received SNR

(γ̀) and the priority of the bitstream, the appropriate modulation mode and code

rate will be selected for next transmission. Let the priority of a bit stream i be Pi
where i ∈ [1, 2, 3, ..., q] and P1 > P2 > P3... > Pq. Denote the modulation level by

LM and also denote the channel coding rate by RC . The most important bitstream

is assigned the highest priority P1 with the lowest target BER, the second most
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important bitstream is assigned the priority P2 with the second lowest BER, while

the least important bitstream is assigned the priority Pq with the highest target BER.

Thus, for a certain SNR value, a lower modulation level and powerful coding rate (i.e.

low BER) will be typically used for the bitstream with P1 while higher modulation

levels and higher coding rates will be used for the other bitstreams with priorities

P2,P3, ...,Pq, respectively. The pseudo-code for the proposed adaptive algorithm is

given below:

1. Divide the source encoder output into q-bitstreams with unequal importance
for i=1, . . ., q

2. Determine the priority of the bitstream Pi
3. Determine the desired target BER for each bitstream
4. Find the SNR Thresholds to achieve the target BERs
5. Get the estimate of the channel SNR (γ̀)
6. Compare (γ̀) against the SNR thresholds
7. Select the appropriate LM and RC
end for

8. return

Figure 3.8: Algorithm to adapt the parameters of the purposed model.

We assume that the channel is a Rayleigh flat-fading channel that does not change

during the packet transmission period. Thus, the equivalent received signal can be

expressed as:

r(t) =

q∑
i=1

Ki∑
k=1

gki(t) + n(t), (3.22)

where q is the number of the bitstreams, Ki is the number of data blocks within a

bitstream, n(t) denotes the complex AWGN noise with zero mean and N0/2 variance

and gki(t) denotes the kth transmitted signal with priority Pi which can be expressed

as:

gki(t) =

Jk∑
j=1

α
(i)
jk c

(i)
jk , (3.23)

where Jk is number of symbols within the kth block of data, α
(i)
jk represents the fading

coefficients of the Rayleigh channel, and c
(i)
jk denotes the jth symbol. At the receiver,
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the signal is demodulated, decoded and combined to reconstruct the received data.

In order to appropriately select the transmission parameters for the next trans-

mission, CSI at the receiver is fed back to the transmitter via a reliable and error-free

feedback channel. The transmitter then decides on the modulation level and the cod-

ing rate based on the fed back CSI and the priority of the bitstream along with the

target BER.

3.2.1 Image Transmission Using Adaptive Modulation Scheme

In this section, we develop an image transmission scheme using adaptive modula-

tion only according to the proposed methodology. The compressed bitstream of the

encoded image is divided into three priority-levels bitstreams (i.e. with unequal im-

portance). The priority of a bit stream i is Pi where i ∈ [1, 2, 3] and P1 > P2 > P3.

The first bitstream contains the DC coefficients, which represents the average lumi-

nance of the 8× 8 blocks of the image. These DC coefficients are the most important

information. The second bitstream contains the low-frequency AC coefficients which

are concentrated in the upper left parts of each of the 8×8 blocks of the image. With

the low-frequency AC coefficients most of the details of the image could be recovered,

however, they are less important than the DC coefficients. The third bitstream carries

the high-frequency AC coefficients which generally represent the fine details of the

image. Since the human visual system is less sensitive to high frequency components

(i.e. fine details), they are considered to be the least significant data.

Since the bitstream for the DC coefficients is the most important stream, it

is assigned the priority P1 with target BER of 10−5, the second bitstream with the

low-frequency coefficients is assigned the priority P2 with target BER of 10−4 while

the third bitstream with the high-frequency coefficients is assigned the priority P3

with target BER of 10−3. Thus, for a certain SNR value, a lower modulation level

(i.e. lower BER) is typically used for the bitstream with P1 while higher modulation

levels are used for the other two bitstreams that contain the low and high frequency

AC coefficients with priorities P2 and P3, respectively.
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In this algorithm, the modulation level is selected from one of the following lev-

els: LM ∈ [2, 4, 16, 64]. As illustrated in Figure 3.9 the thresholds on the estimated

SNR (γ̀) were derived from the theoretical BER performance of various modulation

levels over Rayleigh fading channel. For instance, if the desired BER is 10−3 and γ̀

 

 

 

 

Figure 3.9: Theoretical BER performance of BPSK, 4-QAM, 16-QAM and 64-QAM
under flat Rayleigh fading conditions.

at the receiver falls below 24 dB then BPSK is to be used. While in cases γ̀ falls

between 24 dB and 27 dB the system uses 4-QAM. As the channel condition gets

better, 16-QAM could be used when γ̀ falls between 27 dB and 30.5 dB, while 64-

QAM is selected beyond 30.5 dB. Therefore, each time a block of data is ready for

transmission, the transmitter gets the estimate of SNR from the receiver, checks the

priority of the bitstream to decide the desired BER and decides the needed modula-

tion level. The decision involves a lookup table to speedup the selection process of

the proper modulation level. Table 3.5 shows the proper modulation levels for differ-

ent thresholds of the estimated SNR which satisfies the requirement of maintaining a

target BER. The SNR thresholds are selected based on the theoretical performance

of various modulation levels over Rayleigh fading channel as illustrated in Figure 3.9.

The results of this analysis will be presented in Chapter 4.
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Table 3.5: Look-up table to achieve BERs of 10−5, 10−4 and 10−3 using adaptive
modulation.

Threshold on received SNR to achieve BER of 10−5 Modulation level

γ̀ 6 43.0 dB BPSK

43.0 dB < γ̀ 6 47.0 dB 4-QAM

47.0 dB < γ̀ 6 50.0 dB 16-QAM

50.0 dB < γ̀ 64-QAM

Threshold on received SNR to achieve BER of 10−4 Modulation level

γ̀ 6 33.0 dB BPSK

33.0 dB < γ̀ 6 37.0 dB 4-QAM

37.0 dB < γ̀ 6 40.0 dB 16-QAM

40.0 dB < γ̀ 64-QAM

Threshold on received SNR to achieve BER of 10−3 Modulation level

γ̀ 6 24.0 dB BPSK

24.0 dB < γ̀ 6 27.0 dB 4-QAM

27.0 dB < γ̀ 6 30.5 dB 16-QAM

30.5 dB < γ̀ 64-QAM

3.2.2 Multimedia Transmission Using Joint Adaptive Modulation and Channel Cod-

ing Scheme

The proposed adaptive modulation scheme in the previous section was extended by

employing adaptive convolutional channel coding where the code rates are chosen

based on the channel conditions as well as the importance of the bitstream. In this

scheme, the modulation level and the channel coding rate are LM ∈ [2, 4, 16, 64] and

RC ∈ [1/3, 1/2, 2/3, 3/4], respectively. Lookup table was generated and used for the

selection process of the optimal transmission parameters that achieve the desired BER

while maximizing the bandwidth efficiency. This table was developed by simulating

BER performance curves of the used modulation schemes and channel coding rates
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in Rayleigh flat-fading channel to achieve a set of BERs. Then for each predefined

BER, we determined the corresponding SNR thresholds as shown in Figures 3.10, 3.11

and 3.12 for a target bit error rate as 10−3, 10−4 and 10−5, respectively. 
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Figure 3.10: BER performance for various coded modulation schemes under flat
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Figure 3.12: BER performance for various coded modulation schemes under flat
Rayleigh fading conditions.

For instance, if the desired BER is 10−5 and the estimated SNR (γ̀) at the receiver

falls between 27 dB and 30 dB the system uses 4-QAM with RC = 1/3. While in

the case when γ̀ falls between 30 dB and 35.4 dB the system will use 16-QAM with

RC = 1/3. However, as the channel condition gets better, higher data rates and

higher channel code rates could be used such as 64-QAM with RC = 2/3 when γ̀ falls

between 43.8 dB and 46.5 dB, or 64-QAM with RC = 3/4 when γ̀ falls between 46.5

dB and 51.0 dB. Clearly, beyond 51.0 dB uncoded 64-QAM is sufficient to achieve

the target BER. It should be mentioned here that as long as γ̀ is below 23.8 dB,

and hence the channel does not allow us to guarantee the predefined target BER,

always BPSK with RC = 1/3 will always be used to achieve the best possible BER

performance. According to the empirically derived values reported in Table 3.6, γ̀ is

compared against the SNR thresholds to choose the optimal transmission parameters

that provide the highest bandwidth efficiency (i.e. highest modulation level with

highest coding rate possible) for the predefined target BER. Therefore, each time

a block of data is ready for transmission, the transmitter checks the priority of the

bitstream to decide the desired BER, gets the estimate of the channel SNR from the
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receiver to compare it against the SNR thresholds in the lookup tables, and selects

the transmission parameters to be employed.

Table 3.6: Look-up table to achieve BERs of 10−3, 10−4 and 10−5 using the adaptive
modulation and channel coding scheme.

Threshold on received SNR to achieve BER of 10−5 Modulation mode Code rate

γ̀ < 27.0 dB BPSK 1/3

27.0 dB < γ̀ < 30.0 dB 4-QAM 1/3

30.0 dB < γ̀ < 35.4 dB 16-QAM 1/3

35.4 dB < γ̀ < 39.5 dB 16-QAM 1/2

39.5 dB < γ̀ < 43.8 dB 64-QAM 1/2

43.8 dB < γ̀ < 46.5 dB 64-QAM 2/3

46.5 dB < γ̀ < 51.0 dB 64-QAM 3/4

51.0 dB < γ̀ 64-QAM Uncoded

Threshold on received SNR to achieve BER of 10−4 Modulation mode Code rate

γ̀ < 22.6 dB BPSK 1/3

22.6 dB < γ̀ < 26.6 dB 4-QAM 1/3

26.6 dB < γ̀ < 31.0 dB 16-QAM 1/3

31.0 dB < γ̀ < 34.0 dB 16-QAM 1/2

34.0 dB < γ̀ < 37.0 dB 16-QAM 2/3

37.0 dB < γ̀ < 41.0 dB 16-QAM Uncoded

41.0 dB < γ̀ 64-QAM Uncoded

Threshold on received SNR to achieve BER of 10−3 Modulation mode Code rate

γ̀ < 18.0 dB BPSK 1/3

18.0 dB < γ̀ < 20.6 dB 4-QAM 1/3

20.6 dB < γ̀ < 24.0 dB BPSK 1/2

24.0 dB < γ̀ < 26.9 dB 4-QAM Uncoded

26.9 dB < γ̀ < 30.4 dB 16-QAM Uncoded

30.4 dB < γ̀ 64-QAM Uncoded
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3.2.2.1 Image Transmission Using Joint Adaptive Modulation and Channel Cod-

ing Scheme

Lena, Clown and Cathrine images are used to asses the quality of the transmitted

images using the proposed scheme. It was found out that it is only sufficient to divide

the image compressed bitstreams into two priority levels. The first bitstream contains

the DC coefficients and assigned the priority P1 with a target BER of 10−5. The

second bitstream contains the low-frequency AC coefficients and assigned the priority

P2 with a target BER of 10−4. In this analysis, we trimmed the high-frequency AC

coefficients considering the fact that the human visual system is less sensitive to the

information contained in these coefficients. This can be shown in Table 3.7 which

compares PSNR of different reconstructed compressed images to the PSNRT (dB) of

the reconstructed images using the DC and the low frequency coefficients (i.e. with

trimmed high-AC coefficients). Obviously, in terms of PSNR the impact of the high-

frequency AC coefficients is insignificant on the quality of the reconstructed images.

The results of this analysis will be presented in Chapter 4.

Table 3.7: Comparison of PSNR results for JPEG algorithm

Image PSNR (dB) PSNRT (dB)

Lena 32.897 32.244

Clown 36.769 36.655

Cathrine 31.053 30.276

3.2.2.2 Video Transmission Using Joint Adaptive Modulation and Channel Cod-

ing Scheme

The H.264 standard includes a data partitioning technique that divides the com-

pressed data into separate units of different importance. Generally, all MBs are

coded together in a single bit string that forms a slice. However, data partitioning

mode allows the partitioning of a normal slice in up to three partitions, so that each
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part can be paired accordingly with UEP during transmission. These partitions are

defined as follow:

• Partition (A): contains the slice header, motion vectors, prediction modes, quan-

tization parameters, and MB types. The corruption of partition (A) leads to

the loss of the entire video slice, including partitions (B) and (C). Hence, this

information is considered to be the most important.

• Partition (B): contains the intra-coded MB coefficients. Intra-coded partitions

can stop further error propagation however they are less important than the

information of type (A) partition. Their use requires the presence of partition

(A) in order to be decoded.

• Partition (C): contains the inter-coded MB coefficients which considered to be

the least important information since it does not resynchronize the encoder and

the decoder. The availability of partition (A) is required to decode partition

(C).

As a result, partition (A) data has to be protected with the highest priority while

partitions (B) and (C) data are of lower priority. Thus, the compressed bitstream of

the encoded video is divided into three priority-levels bitstreams. The first bitstream

contains the information of partition (A) and assigned the priority P1 with a target

BER of 10−5. The second bitstream contains the information of partition (B) and

assigned the priority P2 with a target BER of 10−4. The third bitstream contains the

information of partition (C) and assigned the priority P3 with a target BER of 10−3.

The results for video transmission will be presented in Chapter 4.



Chapter 4

Performance Analysis

4.1 Image Transmission Using Adaptive Modulation

To evaluate the performance of the proposed adaptive modulation scheme, we sim-

ulated the transmission of the 256 × 256 JPEG-compressed gray scale Lena image.

The compressed bitstream of the encoded image is divided into three priority-levels

bitstreams as described earlier in Chapter 3. Each bitstream is modulated according

to the proposed scheme and transmitted over a Rayleigh flat-fading channel. At the

receiver, the signal is demodulated, decoded and combined to reconstruct the received

image.

4.1.1 Simulation Results

Figure 4.1 compares the average BER of the proposed adaptive modulation scheme

with the BER of the conventional BPSK modulation scheme versus the channel SNR.

The figure indicates that the performance of the proposed scheme is comparable to

the performance of BPSK at low SNR values while the BER increases at higher SNR

values. This behavior is simply explained by the fact that at low SNR values, the pro-

posed scheme tends to use lower modulation levels (typically BPSK) and thus results

in BER that is close to that of BPSK. At higher SNR values, the proposed scheme

employs higher modulation levels which in turn yield improved spectral efficiency at

the expense of reasonably increased BER.
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Figure 4.1: The average BER performance of the adaptive modulation scheme under
flat Rayleigh fading conditions.

Figure 4.2 compares the achievable spectral efficiency of the proposed scheme

over Rayleigh fading channel with the spectral efficiencies of BPSK, 4-QAM, 16-QAM

and 64-QAM fixed modulation schemes. Clearly, as the SNR increases, there is an

increasing trend in the Bandwidth efficiency of the proposed adaptive modulation

scheme over the fixed-modulation based systems.
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Figure 4.2: The average spectral efficiency of the adaptive modulation scheme under
flat Rayleigh fading conditions.
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Figure 4.3 demonstrates the impact on the subjective (visual) quality of trans-

mitted image using adaptive modulation. In addition, and for the sake of comparison,

the BPSK fixed modulation scheme with different SNR values was used for the trans-

mission of the same image.
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(f) PSNR = 30.2931dB 

r = 4.5906 bit/sec/Hz 

(c) PSNR = 32.8969 dB (b) PSNR = 29.05831 dB 

 

(e) PSNR = 26.2580 dB 

(a) PSNR = 23.32068dB 

(d) PSNR = 19.9738 dB 

r = 3.2749 bit/sec/Hz r = 1.8411 bit/sec/Hz 

Figure 4.3: Transmitted Lena image over Rayleigh fading channel using adaptive
scheme.

Figures 4.3-(a), 4.3-(b), and 4.3-(c) show the reconstructed images using fixed BPSK

modulation scheme with constant bandwidth efficiency r = 1.0 Bits/sec/Hz and av-

erage SNR values 35 dB, 40 dB, and 45 dB, respectively. Intuitively, the PSNR of

the reconstructed images increases with the increase in the SNR values. Figures 4.3-

(d), 4.3-(e), and 4.3-(f) show the reconstructed images using the proposed adaptive

modulation scheme for average SNR values 35 dB, 40 dB, and 45 dB, respectively.

Clearly, the spectral efficiency increases as the SNR increases. While Figures 4.3-

(d) to 4.3-(f), show less PSNR values when compared to Figures 4.3-(a) to 4.3-(c),

their associated spectral efficiency is always higher. This is actually a desirable trend
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especially when the proposed scheme is extended for video transmission over fading

channels.

Figures 4.4 compares the PSNR for the proposed adaptive scheme with that

of the BPSK fixed modulation scheme. PSNR is an objective quality measure used

to judge the quality of the reconstructed image. It measures the difference between

the original and the reconstructed image. The PSNR in dB is given by:

PSNR = 10 log10

(
2552

1
XY

∑X−1
x=0

∑Y−1
y=0 [Ì(x, y)− I(x, y)]2

)
, (4.1)

where X and Y are the number of rows and columns respectively, in the input images

Ì and I.
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Figure 4.4: The average PSNR performance of the adaptive modulation scheme under
flat Rayleigh fading conditions.

Figure 4.4 also shows that the proposed adaptive scheme achieves PSNR values that

are less than those of the fixed BPSK system by no more than 3 dB. While this drop

in the achieved PSNR is not of a major impact on the achieved perceptual quality, it

must be noted that the achieved data rates is much higher than the case of BPSK.

This is desirable when high data rate video information is transmitted. The quality

degradation in the reconstructed image can be seen by comparing Figure 4.3-(c) and
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Figure 4.3-(f). While the PSNR of the image in Figure 4.3-(f) is 2.6 dB less than

that in Figure 4.3-(c), it is still of good and acceptable quality. At the same time,

the achieved spectral efficiency associated with the image in Figure 4.3-(f) is about

460% of that in Figure 4.3-(c), which is another advantage of the proposed adaptive

scheme over fixed modulation schemes.

4.2 Image Transmission Using Joint Adaptive Modulation and Chan-

nel Coding

Image transmission using joint adaptive modulation and channel coding was also

evaluated through simulating the transmission of 256 × 256 JPEG-compressed gray

scale Lena, Clown and Cathrine images over a Rayleigh flat-fading channel.

4.2.1 Simulation Results

Figure 4.5 illustrates the average BER performance of the adaptive modulation and

channel coding scheme versus the average channel SNR for three different BER con-

straints.
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Figure 4.5: The average BER performance of the adaptive modulation and channel
coding scheme under flat Rayleigh fading conditions.
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Clearly, BPSK with RC = 1/3 is the most robust combination in terms of BER per-

formance. However, it reduces the bandwidth efficiency of the system to r = 1/3

Bit/sec/Hz, which is relatively low for video applications. In contrast, while 64-QAM

is spectrally more efficient it requires relatively high channel SNR values for a better

BER performance. It can be seen also that the adaptive approach closely follows the

corresponding target BER while attempting to optimize the spectral efficiency. Fig-

ure 4.6 compares the achievable spectral efficiency of the adaptive scheme for desired

BERs of 10−3, 10−4 and 10−5 with the spectral efficiencies of BPSK with RC = 1/3

and 64-QAM fixed modulation schemes. It can be seen that as the SNR increases,
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Figure 4.6: The average spectral efficiency of the adaptive modulation and channel
coding scheme under flat Rayleigh fading conditions.

there is an increasing trend in the bandwidth efficiency of the proposed adaptive

scheme. Besides, lowering the target BER allows a higher effective spectral efficiency.

This is desirable especially for wireless video applications, since they are delay and

loss sensitive applications, and such an adaptive approach is expected to reasonably

maintain the tradeoff between the data rate and loss rate.
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Figure 4.7: The average PSNR performances for Lena image using adaptive modula-
tion and channel coding scheme under flat Rayleigh fading conditions.

Figures 4.7 and 4.8 demonstrate the impact of the adaptive modulation and

channel coding scheme on the objective and subjective (visual) quality of transmitted

images. Figure 4.7 shows the average PSNR for a JPEG-compressed Lena image as a

function of channel SNR. This figure shows that BPSK with RC = 1/3 constitutes an

upper bound on the achieved PSNR and hence it will be considered as the target to

be achieved. Following the same argument, 64-QAM with RC = 3/4 will constitute a

lower bound on the achievable PSNR. The figure also shows that for low SNR values,

the achieved PSNR of the proposed adaptive scheme ranges 1.5 to 4.5 dB below the

upper bound of BPSK with RC = 1/3. While for high SNR values the proposed

scheme is identical to the high rate 64-QAM with RC = 3/4.

Figures 4.8 shows three reconstructed images using the adaptive scheme asso-

ciated with their spectral efficiencies. Images in Figures 4.8-(a), 4.8-(d), and 4.8-(g)

were transmitted at an average SNR value of 35 dB, images in Figures 4.8-(b), 4.8-

(e), and 4.8-(h) were transmitted at an average SNR value of 40 dB while images in

Figures 4.8-(c), 4.8-(f), and 4.8-(i) were transmitted at an average SNR value of 45

dB. As can be seen from the figures, the visual quality, the PSNR and the spectral
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efficiency improve as the SNR increases.
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Figure 4.8: Transmitted images over Rayleigh fading channel using adaptive modu-
lation and channel coding scheme.

The average PSNRs versus the average channel SNR for the three images are

shown in Figure 4.9. The PSNR values of the decoded Lena, Clown and Cathrine

images without transmission are 32.2 dB, 36.6 dB and 30.2 dB, respectively. These
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PSNRs are the upper bound of the simulation results. We can notice that the achieved

PSNR values for Catherine image are better than those for Lena image at low channel

SNRs, while the situation is reversed at high channel SNRs. This behavior could be

explained by fact that we maintained the same number of coefficients for the three

images which could not be enough because of the different inherited details in each

image. Obviously, the three curves in Figure 4.9 show the same trend, which demon-

strate that the application of the proposed scheme is independent of the transmitted

image.

 

The average PSNR performances versus SNR over Rayleigh fading 

channel. 

20 25 30 35 40 45 50
20

22

24

26

28

30

32

34

36

38

Eb/No, dB

P
S

N
R

, 
d
B

 

 

Clown Image

Cathrine Image

Lena Image

Figure 4.9: The average PSNR performances using adaptive modulation and channel
coding scheme under flat Rayleigh fading conditions.

4.3 Video Transmission Using Joint Adaptive Modulation and Chan-

nel Coding

The performance of the joint adaptive modulation and channel coding scheme was

evaluated for video transmission. This was done through simulating the transmission

of 352× 288 pixel common intermediate format (CIF) for different video sequences.
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4.3.1 Simulation Results

Figures 4.10 and 4.11 show the subjective and objective quality for three different

video sequences. Figure 4.10 presents snapshots of the received Bus, Soccer and

Bridge videos. Figures 4.10-(a), 4.10-(c), and 4.10-(e) are the locally decoded frames,

while Figures 4.10-(b), 4.10-(d), and 4.10-(f) are the received video frames.

 

 

 

 

 

 

 

 

 

                                              

      

 

 

  

(a) (b) 

(c) (d) 

(f) (e) 

Figure 4.10: Snapshot of three video sequences using adaptive modulation and chan-
nel coding scheme under flat Rayleigh fading conditions.
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It can be seen that the proposed adaptive transmission scheme maintains an accept-

able visual quality for the three video sequences.

Figure 4.11 depicts the PSNR for 150 frames of the “Bus” sequence coded

at 25 frames/sec when transmitted using the proposed scheme under flat Rayleigh

fading conditions. The video sequence was transmitted at 25 dB, 35 dB and 45 dB
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Figure 4.11: The average PSNR performances of “Bus” video sequence using adaptive
modulation and channel coding scheme under flat Rayleigh fading conditions.

average channel SNRs. The result indicates that the PSNR curves are close in the

three cases and achieve relatively high values. The PSNR values change smoothly and

less frequently which consequently gives a better presentation to the viewer. Hence,

an advantage of the proposed scheme is that the playback quality of the decoded

frames is smooth. Although the simulation were carried for a wide SNR range (25

to 45 dB), it can be seen that the resultant PSNR swings in a range less than 1-dB

which demonstrates the reliability and the robustness of our model.

Figure 4.12 depicts the spectral efficiency achieved by the proposed adaptive

algorithm as a function of the average channel SNR. It also shows the spectral ef-

ficiency of BPSK with RC = 1/3 which constitutes a lower bound on the achieved

spectral efficiency. Following the same argument, 64-QAM modulation scheme will
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constitute an upper bound on the achievable bandwidth efficiency and hence it will

be considered as the target to be achieved. It can be seen that high levels of SNR
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Figure 4.12: The average spectral efficiency of “Bus” sequence using adaptive modu-
lation and channel coding scheme under flat Rayleigh fading conditions.

increases the bandwidth efficiency which allows higher transmission rates. This is

explained by the fact that as the channel condition enhances, the proposed scheme

tends to use higher modulation modes (i.e. higher data rates) with higher coding rates

to maximize the achievable transmission rate. As expected, the spectral efficiency is

not governed by the minimum data rate constraint which is 1
3

bit/sec/Hz and is not

exceeding the maximum possible data rate which is 6 bit/sec/Hz. It has been our

goal to achieve performance close to the upper limit in terms of bandwidth efficiency

while having a minimal impact on the video quality as illustrated in Figures 4.10, 4.11

and 4.12.

4.4 Sensitivity Evaluation

Channel state information (CSI) is obviously very critical in our approach. The chan-

nel must be estimated at the receiver and then the CSI is fed back to the transmitter

via a feedback channel. Throughout this research, it is assumed that the receiver has
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perfect knowledge of the channel which may not be valid. In practice, the channel

estimation is often imperfect due to noise, interference and the time-varying nature

of the wireless channel. Therefore, it is important to investigate the robustness of the

proposed scheme to channel estimation errors.

In this simulation, estimation errors are introduced by adding ±3 dB and ±5

dB constantly to the estimated channel SNR at the receiver before it is sent via

the feedback channel. At the transmitter, the available CSI is used to adapt the

modulation modes and the code rates as explained earlier.

Figure 4.13 shows the effects of channel estimation errors on the average bit

error probability of the proposed scheme and compare it with the performance in

the presence of a perfect CSI. It can be observed that the proposed model with ±3

dB estimation errors, has a performance that is close to the one with ideal channel

information at a BER of 10−4. 
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Figure 4.13: The average BER performance of the adaptive modulation and channel
coding scheme for target BER of 10−4 over Rayleigh fading channel.

Figure 4.14 shows the effects of channel estimation errors on the average spec-

tral efficiency of the proposed scheme for target BER of 10−4 and compare it with the

performance in the presence of a perfect CSI. We can notice that if the channel SNR
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is underestimated, this would result in graceful reduction in the bandwidth efficiency.

While overestimating the channel SNR would result in higher bandwidth efficiency.
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Figure 4.14: The average spectral efficiency of the adaptive modulation and channel
coding scheme for target BER of 10−4 over Rayleigh fading channel.

A close observation of Figures 4.13 and 4.14 indicates that when the receiver

overestimate the channel conditions, this may provoke the selection of a more dense

constellations, leading to a higher spectral efficiency at the expense of increasing

BER values. In contrast, underestimating the channel conditions, leads to less dense

constellations. In this case, spectral efficiency is degraded whereas BER results are not

affected so significantly. The results in Figures 4.13 and 4.14 reveal that the proposed

scheme is less susceptible to imperfect channel estimation since the degradation in

the average BER and the spectral efficiency is insignificant.



Chapter 5

Conclusions and Future Work

In this work, we have considered a joint adaptive modulation and channel coding

scheme for wireless multimedia transmission over flat Rayleigh fading channels. We

proposed a new approach that jointly considers the sensitivity of the compressed bit-

stream to be transmitted and the channel state information to adapt the modulation

modes and coding rates using off-line lookup tables. The basic idea behind the pro-

posed scheme is to exploit the sensitivity of the compressed data to protect different

portions of the multimedia stream with different channel code rates and modulation

modes based upon their relative importance on reconstructed images and videos.

Based on the concept of unequal protection, we used lower modulation modes

and powerful code rates for higher sensitive portions of the multimedia data and

higher modulation modes and code rates for less sensitive data. An estimate of the

channel condition at the receiver is fed back to the transmitter to enable selection

of appropriate modulation modes and channel code rates. The adaptation attempts

to maximize the bandwidth efficiency while maintaining an acceptable perceptual

quality. However, the effective capacity of the channel will vary as a result of adapting

the channel code rate and modulation modes, therefore the available rate for the coded

source data will be dependent upon the channel conditions.

The results show that image transmission using adaptive modulation scheme

achieves PSNR values that are less than those of a fixed BPSK system by 3 dB,

which has a minor impact on the subjective quality of the reconstructed images. At

the same time, the associated spectral efficiency is improved up to 460%. Results

also demonstrate that combining adaptive modulation and channel coding for image
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transmission provides a graceful trade-off between image quality and spectral effi-

ciency. A significant improvement in the spectral efficiency was achieved over a wide

range of channel states while maintaining a good perceptual quality both subjectively

and objectively. When the proposed scheme was extended to wireless video transmis-

sion, an average PSNR value of 32 dB was maintained across the transmitted video

frames with an acceptable perceptual quality and smooth playback. Furthermore,

the robustness of the proposed scheme ensures that the overall performance degrades

gracefully in the presence of imperfect channel estimation.

In future work, the performance of the proposed scheme could be analyzed

when Rician channel is considered. This requires the simulation of the BER perfor-

mance of the used modulation schemes and channel coding rates in Rician fading

channel. The generated BER curves will be used to derive the thresholds on the

estimated channel SNR to achieve a set of BERs while maximizing the bandwidth

efficiency. Each time a block of data is ready for transmission, the transmitter will

check the priority of the bitstream to decide the desired BER, get the estimate of the

channel SNR from the receiver to compare it against the empirically derived SNR

thresholds, and select the appropriate transmission parameters to be employed.

The proposed algorithm may be further extended to more complicated sce-

narios. For example, adaptive source coding can be incorporated with our proposed

scheme. The source coder should adapt to the available channel bit rate, whereas

feedback can provide a means of limiting error propagation. It is also possible to

explore combining the proposed scheme with adaptive power allocation strategies

to minimize the energy consumption and develop an energy-efficient scheme. Error

concealment techniques may be explored as well to get a better perceptual quality.

It will be interesting to extend the developed approach by taking into consid-

eration the video playback buffer occupancy along with the channel condition and

the importance of the bit stream to reduce buffer starvation instants. This can be

achieved by adapting the transmission parameters to maintain the occupancy of the

playback buffer around a predefined threshold value which results in less quality vari-
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ations. Adaptive playback could be employed as well to guarantee continuous video

streaming. This can be done by reducing the playback rate or repeating the display

of some of the frames when buffer starvation is predicted and increasing the playback

rate in case of buffer overflow.
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Appendix A

Huffman Tables for the DC and AC

Coefficients of the JPEG Baseline Encoder

Table A.1: The category (CAT) of the baseline encoder [21].

CAT Range

0 -

1 -1, 1

2 -3, -2, 2,3

3 -7,...-4, 4,...7

4 -15, ...-8, 8, ...15

5 -31, ...-16, 16,...31

6 -63, ...-32, 32, ...63

7 -127, ... -64, 64, ... 127

8 -255, ...-128, 128, ...255

9 -511,... -256, 256, ...511

10 -1023, ...-512, 512, ...1023

11 -2047,... -1024, 1024,... 2047



Huffman Tables for the DC and AC Coefficients of the JPEG Baseline Encoder 66

Table A.2: DC Huffman codewords of luminance [22].

CAT Codeword

0 00

1 010

2 011

3 100

4 101

5 110

6 1110

7 11110

8 111110

9 1111110

10 11111110

11 111111110
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Table A.3: AC Huffman codewords of luminance [22].

(RUN,CAT) Codeword (RUN,CAT) Codeword

0, 0 (EOB) 1010 2, 5 1111111110001001

0, 1 00 2, 6 1111111110001010

0, 2 01 2, 7 1111111110001011

0, 3 100 2, 8 1111111110001100

0, 4 1011 2, 9 1111111110001101

0, 5 11010 2, 10 1111111110001110

0, 6 1111000 3, 1 111010

0, 7 11111000 3, 2 111110111

0, 8 1111110110 3, 3 111111110101

0, 9 1111111110000010 3, 4 1111111110001111

0, 10 1111111110000011 3, 5 1111111110010000

1, 1 1100 3, 6 1111111110010001

1, 2 11011 3, 7 1111111110010010

1, 3 1111001 3, 8 1111111110010011

1, 4 111110110 3, 9 1111111110010100

1, 5 11111110110 3, 10 1111111110010101

1, 6 1111111110000100 4, 1 111011

1, 7 1111111110000101 4, 2 1111111000

1, 8 1111111110000110 4, 3 1111111110010110

1, 9 1111111110000111 4, 4 1111111110010111

1, 10 1111111110001000 4, 5 1111111110011000

2, 1 11100 4, 6 1111111110011001

2, 2 11111001 4, 7 1111111110011010

2, 3 1111110111 4, 8 1111111110011011

2, 4 111111110100 4, 9 1111111110011100

table continues
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4, 10 1111111110011101 7, 5 1111111110110000

5, 1 1111010 7, 6 1111111110110001

5, 2 11111110111 7, 7 1111111110110010

5, 3 1111111110011110 7, 8 1111111110110011

5, 4 1111111110011111 7, 9 1111111110110100

5, 5 1111111110100000 7, 10 1111111110110101

5, 6 1111111110100001 8, 1 111111000

5, 7 1111111110100010 8, 2 111111111000000

5, 8 1111111110100011 8, 3 1111111110110110

5, 9 1111111110100100 8, 4 1111111110110111

5, 10 1111111110100101 8, 5 1111111110111000

6, 1 1111011 8, 6 1111111110111001

6, 2 111111110110 8, 7 1111111110111010

6, 3 1111111110100110 8, 8 1111111110111011

6, 4 1111111110100111 8, 9 1111111110111100

6, 5 1111111110101000 8, 10 1111111110111101

6, 6 1111111110101001 9, 1 111111001

6, 7 1111111110101010 9, 2 1111111110111110

6, 8 1111111110101011 9, 3 1111111110111111

6, 9 1111111110101100 9, 4 1111111111000000

6, 10 1111111110101101 9, 5 1111111111000001

7, 1 11111010 9, 6 1111111111000010

7, 2 111111110111 9, 7 1111111111000011

7, 3 1111111110101110 9, 8 1111111111000100

7, 4 1111111110101111 9, 9 1111111111000101

table continues
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(RUN,CAT) Codeword (RUN,CAT) Codeword

9, 10 1111111111000110 12, 5 1111111111011100

10, 1 111111010 12, 6 1111111111011101

10, 2 1111111111000111 12, 7 1111111111011110

10, 3 1111111111001000 12, 8 1111111111011111

10, 4 1111111111001001 12, 9 1111111111100000

10, 5 1111111111001010 12, 10 1111111111100001

10, 6 1111111111001011 13, 1 11111111000

10, 7 1111111111001100 13, 2 1111111111100010

10, 8 1111111111001101 13, 3 1111111111100011

10, 9 1111111111001110 13, 4 1111111111100100

10, 10 1111111111001111 13, 5 1111111111100101

11, 1 1111111001 13, 6 1111111111100110

11, 2 1111111111010000 13, 7 1111111111100111

11, 3 1111111111010001 13, 8 1111111111101000

11, 4 1111111111010010 13, 9 1111111111101001

11, 5 1111111111010011 13, 10 1111111111101010

11, 6 1111111111010100 14, 1 1111111111101011

11, 7 1111111111010101 14, 2 1111111111101100

11, 8 1111111111010110 14, 3 1111111111101101

11, 9 1111111111010111 14, 4 1111111111101110

11, 10 1111111111011000 14, 5 1111111111101111

12, 1 1111111010 14, 6 1111111111110000

12, 2 1111111111011001 14, 7 1111111111110001

12, 3 1111111111011010 14, 8 1111111111110010

12, 4 1111111111011011 14, 9 1111111111110011

table continues
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(RUN,CAT) Codeword (RUN,CAT) Codeword

14, 10 1111111111110100 15, 6 1111111111111010

15, 1 1111111111110101 15, 7 1111111111111011

15, 2 1111111111110110 15, 8 1111111111111100

15, 3 1111111111110111 15, 9 1111111111111101

15, 4 1111111111111000 15, 10 1111111111111110

15, 5 1111111111111001 15, 0(ZRL) 11111111001
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