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Abstract

Traditional distribution systems are designed with a radial structure. As a re-

sult, their protection systems are designed and set based on one utility source feeding

the whole system. Nowadays, Distributed Generators (DG) are increasingly connected

to distribution systems to meet the load demand and increase the reliability of the sys-

tem. With the additionally connected sources, the system is no longer radial. Moreover,

during a fault condition, the fault is fed from all the sources connected to the power

system. Therefore, the fault current level is different compared with the radial system.

The DGs affect the operation of the protection relays in distribution feeders as they re-

duce the reach of the relays. This is due to the fact that DGs increase the equivalent

impedance of the feeder which decreases the fault current. Furthermore, protective re-

lays on the main feeder must see fault currents in forward or reverse directions, and they

have to detect the fault direction. Another important problem is that DGs can get dis-

connected from the grid due to disturbances or for maintenance. Consequently, a new

configuration for the system results and, if a fault occurs, a different fault current level

flows. Therefore, one setting for the protective relays cannot respond to the continu-

ously changing system configuration. Thus, relays have to be adaptively coordinated

for each new system configuration to achieve correct fault clearance operation.

In this thesis, a communication-based adaptive protection system is proposed.

The proposed system operates during islanding and normal connection operation modes.

Linear optimization is used for overcurrent relay setting. DNP3 communication proto-

col is chosen to facilitate the communication between the various devices in the adap-

tive protection system. Centralized and decentralized adaptive protection schemes are

investigated. In each scheme, two simultaneous algorithms are executed. The first al-

gorithm works when the system configuration is changed due to the disconnection or

reconnection of a DG. While the other algorithm operates when faults are detected to

speed up fault clearance. A backup scheme is developed to operate in case of com-

munication failure between the various devices in the adaptive protection system. The

proposed schemes are tested for different types of faults, different system configura-

tions, and during communication failure. The obtained results show that the proposed
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adaptive overcurrent protection system is able to respond to system changes accordingly

to ensure reliable protection operation and fast response during fault occurrences.

Search Terms: Adaptive Protection, Overcurrent Relays, Distributed Generators, Re-

lay Communication
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Chapter 1

Introduction

Traditional distribution systems are designed to allow power flow in one direc-

tion from the substation to the loads, as shown in Figure 1.1. The protection schemes

for radial systems are designed and coordinated based on this assumption. The relays

are coordinated in an upstream fashion, with sections farther away from the substation

isolating first, until the fault is cleared [1].

Figure 1.1: Typical radial system.

Recently, more power distribution systems are moving from being centralized

regulated systems to decentralized systems because Distributed Generators (DG) are

increasingly connected. When a DG is connected to the power distribution system,

power flows bi-directionally and hence the system is no longer a radial system. DGs

provide several advantages when connected to a power distribution system. First, DGs

can be connected near the load to reduce the energy lost in transmitting electric power.

Second, DGs decrease the size and number of power lines constructed. Also, they allow

operating the system in island mode [2].

DGs can be classified into three main categories. First, different types of DGs

exist based on the driving energy, and they include solar panels, wind turbines, fuel

cells, small-scale hydro, tidal and wave generators, and micro-turbines [3]. Second,

DGs are classified into four classes based on the level of generated power, which are

micro (1W < 5kW), small (5kW < 5MW), medium (5MW < 50MW), or large (50MW

< 300MW) [4]. Third, two DG classes exist based on the type of connection, inverter

interfaced DGs that produce DC voltage and need inverters to change the DC power
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to AC power, and traditional rotating machine DGs that produce AC power and are

directly connected to the system [5, 6].

One of the main problem that arise when DGs are connected to distribution

systems is islanding. Islanding refers to the case in which a DG continues to supply

a location while the main grid is disconnected. The main concern on the occurence

of islanding is the danger posed on utility workers who might think that the system is

offline due to fault clearance; however, this part of the system is still energized due to

the connected DG. Another problem with islanding is synchronization, i.e., the voltage

magnitudes, the frequency of the voltages, and the phase angle of the voltages should be

synchronized between the generator and the main grid. If this is not properly performed,

reconnecting the main grid might damage the DG rotor [7]. As a result, the commonly

followed procedure is to automatically disconnect all DGs on the medium voltage and

low voltage utility distribution networks in case of tripping of a circuit breaker [8].

Islanding is categorized into two types, intentional islanding and non-intentional

islanding. In the event of a network failure, intentional islanding of DGs can be utilized

during the presence of critical load to increase the overall reliability of the power distri-

bution system. To achieve intentional islanding, certain conditions should be satisfied.

First, the DG power must be sufficient to satisfy the needs of loads in the island. Sec-

ond, the DG protection should be reset for island operation due to changes in the system

conditions and currents flowing [9]. Furthermore, the DG interface control is respon-

sible for maintaining both the voltage and the frequency on the islanded part of the

network within the permissible operating levels.

Another disadvantage of DGs is their impact on the fault current and exist-

ing protection systems. DGs reduce the reach of relays by increasing the equivalent

impedance of the feeder which in turn decreases the fault current [5]. Figure 1.2 shows

the reach of an overcurrent relay with and without a DG connected to the power distri-

bution system. If a fault occurs at bus 6, relay R might attribute the fault to be outside

its zone when in fact it is within the relay’s protection zone.

Several system operating conditions arise when DGs are connected to power

distribution systems:

• All the DGs are connected and the system is operating in the normal operation

mode.
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Figure 1.2: Relay reach with and without a DG.

• Part of the DGs is disconnected due to maintenance or due to a previously isolated

fault.

• The main grid is disconnected, and the system is operating in island mode.

The variations in the configuration of power distribution systems are not taken

into account in conventional protection systems. Moreover, the introduction of DGs

changes the system from being radial, and therefore the relays must detect the direction

of the fault. This chapter discusses the importance of implementing protection systems

in power distribution systems and the different types of protection systems used.

1.1 Protection in Power Distribution Systems

In power distribution systems, protection systems are installed with the assump-

tion that the system is radial. The main role of protection systems is to maintain the

stability of the system by isolating only the sections that are under fault, while leaving

the rest of the network in operation. This can be achieved by properly coordinating the

protection devices.

After the operation of a protection system, continuity of power can be increased

by avoiding the use of radial systems, where additional generators are incorporated

into the power distribution system. When a fault occurs, one or more of the genera-

tors might get disconnected from the power system during fault clearance. But in a

non-radial system, a protection system allows the load to be supplied through another

generator connected to the power distribution system. Several protection systems are
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used in power distribution systems, namely, fuses, differential relays, distance relays,

and overcurrent relays.

1.2 Types of Protection Systems

1.2.1 Fuses

Fuses are considered as one of the simplest protective devices. They are char-

acterized by being inexpensive, and do not require any Current Transformers (CT) to

operate. When the current in the fuse increases beyond a certain limit, the fuse link

melts and a gap is formed which constitutes an open circuit. A typical fuse time-current

characteristics is shown in Figure 1.3 [10]. Fuses operate at distribution level voltages

of 5.5, 8.3, 15.5, 23.0, 27.0, and 38.0 kV [11]. The disadvantages of fuses are their

fixed characteristics and the need to be replaced after every fault clearance.

Figure 1.3: Typical time-current characteristic of a fuse.

1.2.2 Protective Relays

Protective relays are another way for protecting power systems and are required

to operate circuit breakers above 600 V. By definition, a protective relay is a device

which, when energized by suitable currents, voltages, or both, responds to the magni-

tude and phase relationship to indicate or isolate an abnormally operating condition.

18



Relays have adjustable settings and are used to actuate the opening of circuit breakers

under various fault conditions [12]. The following sections present the basic principle

and operation of differential, distance, and overcurrent relays.

1.2.2.1 Differential Relays

In differential protection, two sets of three-phase CTs are used to compare the

currents on both sides of the protected equipment. During normal conditions, both

currents are equal and the current through the relay is zero. If an internal fault occurs, an

unbalance between the two measured currents forms, which causes a current to appear

at the installed relay. The relay is activated if the unbalance in the currents exceeds

a certain threshold. Differential protection cannot detect faults outside the protected

equipment. During an external fault, the current in both CTs increases while having the

same direction of flow. As a result, the current through the relay is zero. A commonly

used differential relay is the percentage differential type [13]. Figure 1.4 shows the

arrangement of CTs in a percentage differential relay. The differential current required

to operate this relay is a variable quantity, and is affected by the restraining coil. The

differential current in the operating coil is proportional to the difference between I1 and

I2, and the equivalent current in the restraining coil is proportional to

I1 + I2
2

. (1.1)

The differential relay operates if the differential current exceeds the restraining current.

The principle of operation is given by

(I1 − I2) > N

(
I1 + I2

2

)
, (1.2)

whereN is the number of turns in the restraining coil [13]. The setting of the differential

relay should take into account the error that may result if unidentical CTs are used.

Differential relays are not desirable protection for distribution power lines because they

do not provide backup protection to adjacent lines.
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Figure 1.4: Differential protection.

1.2.2.2 Distance Relays

Distance relays are another type of protective relays. They estimate the distance

to the fault from the relay location by calculating the ratio of the voltage to the current

[14]. The calculated ratio is called the apparent impedance seen by the relay. The

apparent impedance is determined by calculating the ratio of the operating quantity to

the ratio of the polarizing quantity. If the calculated value falls within the characteristics

of the relay, the relay trips [15]. If the fault impedance is zero, then distance relays do

not malfunction. If a fault impedance or load current exists prior to fault occurrence, this

might cause distance relays to either over-reach or under-reach [16, 17]. Under-reach

occurs when the fault impedance is large, which causes the calculated impedance value

to be large. As a result, a distance relay attributes the fault outside its zone when in

fact it is within the relay’s protection zone [17]. A typical characteristics for a distance

relay, known as Mho characteristics, is shown in Figure 1.5. Distance relays provide

backup protection for adjacent lines as shown in the characteristics in Figure 1.5 and

they are mostly used for transmission system protection.

1.2.2.3 Overcurrent Relays

The third type of protective relays is an overcurrent relay. While overcurrent

relays are one of the first developed protection systems, they are still widely used in

many applications [14]. Overcurrent relays are characterized by their lower cost when
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Figure 1.5: Simple Mho function.

compared to other protection systems. They also provide a large range of characteristics

[18]. An overcurrent relay has several taps which determine the operating current level.

Also, a Time Dial Setting (TDS) in an overcurrent relay determines the operation time

of the relay for a certain current value. The higher the TDS value, the longer it takes the

relay to operate for a certain fault current. Overcurrent relays have four different curve

types, namely, long time inverse, normal inverse time, very inverse time, and extremely

inverse time [14]. Figure 1.6 shows the typical curves obtained for overcurrent relays.

Directional overcurrent relays are a type of overcurrent relays, which are used

to protect non-radial power distribution systems. A directional overcurrent relay is a

combination of an overcurrent relay unit with a directional unit. The directional unit

detects and operates for a certain phase-angle and current magnitude. The relay sends a

trip signal only for current flow in one direction and is insensitive to current flow in the

opposite direction.

In overcurrent protection of power distribution systems several overcurrent re-

lays are used as shown in Figure 1.7. In this figure, relays R1 to R6 protect the buses

and the connected loads to the system when a fault occurs. Directional overcurrent re-

lays, connected for the same direction, have to be coordinated. The most downstream
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Figure 1.6: Different types of TDS curves.

relay, in each direction, is the fastest relay to clear a fault. On the other hand, the most

upstream relay is slowest to clear a fault. The coordination problem can be solved using

either a conventional topological technique or an optimization technique [19].

1 2 3 4

R1 R2 R3R4 R5 R6

Figure 1.7: Relay coordination example.

1.2.3 Conventional Overcurrent Relay Coordination

In the conventional technique, overcurrent relays are coordinated according to

a certain coordination time. An example of a typical relay coordination is given briefly

in this section, where the directional overcurrent relays R1, R2, and R3 are to be coor-

dinated. R3 is the most downstream relay and R1 is the most upstream relay as shown
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in Figure 1.7. The coordination is done by first calculating the minimum fault current

at bus 4. Using this value, the CT ratio and tap setting are determined for the first relay.

The TDS for the first relay is always chosen to be minimum, because it is the fastest act-

ing relay. Also, the CT ratio and tap setting of the second relay are the same as the first

relay. The maximum fault current at bus 4 is calculated to determine the operation time

of the first relay, then the coordination time is added to determine the operation time of

the second relay. Using the second relay’s operation time and characteristics curves the

TDS is determined. After that, the third relay is set by calculating the minimum fault

current at bus 3 to determine the CT ratio and tap setting. Then, the maximum fault

current at bus 3 is calculated to determine the operation time of the second relay. Using

this time, the operation time of the third relay is calculated by adding the coordination

time delay. Using relay characteristics curves, the TDS for the third relay is determined.

Correct relay coordination is when the constraint given by

TDS1 > TDS2 > TDS3 (1.3)

is satisfied. Figure 1.8 shows TDS curves for a normal inverse relay having different

TDS values.

1.2.4 Overcurrent Relay Coordination Using Linear and Nonlinear Opti-

mization

In the optimization technique, the overcurrent relay coordination problem is

stated as an optimization problem. Optimal coordination is performed to maintain all

the directional overcurrent relays in the protection system properly coordinated and

ready for fault occurrence. The coordination problem has a main objective function

subject to coordination constraints, relay characteristics, and limits of the relay settings

[19]. Optimal coordination computes the TDS value and the tap setting (pickup current)

of the overcurrent relays, and the selection of these settings should satisfy the require-

ments of sensitivity, selectivity, reliability, and speed. Also, the TDS values and tap

settings, of each relay, should minimize the overall operation time of the directional

overcurrent relays, while maintaining the relay coordination requirements intact [20].

Several approaches exist to implement optimal coordination, such as Linear Program-
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Figure 1.8: Relay characteristic curves for different TDS values.

ming (LP), Non-Linear Programming (NLP), and Mixed-Integer Non-Linear Program-

ming (MINLP). In LP, the pickup current is fixed, whereas in NLP the pickup current

is set as continuous values. On the other hand, in MINLP the pickup current is set as

discrete values during optimal coordination [20]. In all the approaches the TDS values

are initially set to the minimum and then gradually increased.

1.3 Problem Statement

Power distribution systems penetrated with DGs are always subject to changes

in the system configuration. During fault clearance or maintenance, certain DGs might

get disconnected. The changes in the configuration may lead to significant changes

in the fault current level, which cause mis-coordination and mis-operation of the pre-

viously coordinated directional overcurrent relays. To maintain proper coordination,

protection relays should change their settings automatically whenever a change in the

power system configuration occurs. Therefore, to solve the problems associated with
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the protection system and the penetration of DGs into the power distribution network,

an adaptive protection scheme is needed.

This adaptive protection system should perform real-time monitoring and pro-

vide changes in the protection accordingly [21]. This can be done by developing an

algorithm that detects the system’s topology, estimate the system’s state, measure the

fault currents, and determine the relays’ settings. Different types of protection relays

are used in adaptive protection systems, and the most commonly used are distance and

overcurrent relays. Directional overcurrent relays are recommended in an adaptive pro-

tection system due to the reasons in Section 1.2. In the adaptive protection system, a

proper communication system is needed to enable the exchange of information between

the various devices in the power distribution system. Different solutions are proposed

in the literature to solve the adaptive protection problem. Some of the solutions use

local measurements to implement an adaptive protection system, which include power

system state estimation and islanding detection [5, 22, 23]. Other methods use distance

relays and Phasor Measurement Unit (PMU) in a communication-based adaptive pro-

tection system [24, 17, 25]. Also, multi-agent systems are used when DGs are present

in the power distribution system to achieve adaptive protection [26, 27, 28, 29]. Using

communication-based schemes for adaptive protection avoids uncertainty in determin-

ing the power system’s configuration.

1.4 Thesis Objectives and Contribution

The objective of this thesis is to develop a communication-based adaptive pro-

tection system that efficiently utilizes communication techniques to update the relay set-

tings based on the DG connection statuses. The proposed adaptive system considers a

centralized communication system as well as a decentralized system. In the centralized

approach, information about the connection status of the generators is communicated

through the Central Relaying Unit (CRU). On the other hand, in the decentralized ap-

proach, the connection status is directly shared among all relays. In both approaches, a

linear optimization algorithm is implemented to calculate the new coordination settings

based on the received connection statuses of the DGs. In the centralized approach, the

optimization algorithm is implemented at the CRU while in the decentralized approach

it is implemented in each relay. In either case, the algorithm calculates the optimum
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TDS for the downstream and upstream looking relays with respect to the transmission

grid. As a result, the relays become ready to clear out any future fault in the network.

While the proposed communication-based adaptive approach assumes an in-

tranet as the primary network, it is also designed such that the Internet could be used as

a backup should the intranet fails. Several simulation scenarios are performed to vali-

date the performance of the proposed adaptive protection system. These scenarios were

carried for different fault locations, different fault types, and different power system

configurations. Time delay calculations are also performed to evaluate the benefits of

the communication-based system on the behavior of the adaptive protection system.

1.5 Thesis Outline

The rest of the thesis is organized as follows:

Chapter 2 provides a literature review for the work done in the area of adaptive

protection in distribution systems. The different techniques are introduced and the key

concepts are discussed along with their pros and cons. Chapter 3 focuses on the pro-

posed techniques, where each technique is explained and their operations are discussed.

Chapter 4 presents the system model, and shows the results. Also, it demonstrates the

operation of the adaptive protection system for changing topology and for various fault

conditions on the system. Chapter 5 concludes and summarizes the proposed techniques

and results. Also, it includes recommendations for future work that can be implemented

for further improvements.
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Chapter 2

Literature Review

Traditional protection systems suffer from the lack of sensitivity and slow re-

sponse times [30]. An Adaptive Distribution Protection Systems (ADPS) is needed

to avoid the problems associated with classic protection systems. ADPSs have sig-

nificant advantages over traditional protection systems. They increase the protection

system’s sensitivity, reliability, efficiency, safety, and flexibility. Furthermore, ADPSs

enhance the protection system’s security, account for Current Transformer (CT) ratio

mismatches, and provide economical benefits [30].

ADPSs are classified as either non-communication based schemes or communi-

cation -based schemes. In addition, communication-based schemes include centralized

communication-based schemes and multi-agent systems. In a communication-based

ADPS communication is performed from the digital overcurrent relay to the substation

computer, and from the substation computer to the central computer. Communication

between the relay microprocessor and the substation microprocessor is performed over

a communication link [30].

In the ADPS, each relay has a fixed relaying program existing in the Read-

only Memory (ROM). Overcurrent relay’s changeable settings exist in the Erasable and

Writable ROM, and transient and intermediate results reside in Random-access Mem-

ory (RAM). Analog-to-digital (A/D) converters and signal conditioning filters are used

to convert the signals obtained from the CT, Capacitor Voltage Transformer (CVT),

and Potential Transformer (PT). Figure 2.1 shows a typical hardware architecture of an

ADPS [30].

This chapter discusses some of the developed adaptive protection schemes over

the past years. Also, it talks about the advantages of the different methods, and high-

lights the discrepancy in some of the proposed schemes.

2.1 Non-communication Based ADPS

Non-communication based ADPSs use local measurements to perform system

estimation and islanding detection. The advantage of using non-communication based
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Figure 2.1: Typical ADPS hardware architecture.

ADPSs is their lower cost compared to communication-based ADPSs. A non- com-

munication based adaptive protection system is discussed in [5]. The proposed system

changes the value of the pickup current, where the pickup current is decreased as the

value of the total power injected by the DGs is increased. Furthermore, the system es-

timates the fault current at the relay after taking into account the location of the DG

and its output current. The fault current at the relay is estimated using Gauss-Newton

method [5]. However, two approximations are made during simulations, the DG tran-

sients are ignored and calculations only account for the steady state current. Also, the

fault current at the relay is assumed to be constant and equal to the steady state fault

current.

Another Non-communication based adaptive protection system is implemented

by continuously measuring the voltage and the frequency [22]. The measured values de-

termine whether the DGs are connected or removed from the power distribution system.

Also, the algorithm measures the current in the system to determine fault occurrence as

shown in Figure 2.2 [22].

To perform adaptive protection, the relays that picked up the fault and operated

the circuit breakers need to be determined. Therefore, all relays in the protection system

store the settings of all other relays, and when a fault occurs a timer starts in each relay.

28



Start

Store set points for islanding detection, grid re-synchronization
detection and characteristic of downstream relays

Measure voltage
Measure current

System
islanded

Abnormal
current

Change appropriate
relays' setting for

islanding

Measure frequency

Grid
re-connected

Change appropriate
relays' setting for grid
connected condition

Calculate time taken
to clear the fault

Compare Current/
calculate pick up time of all

down-stream relays and
identify the relay that

picked up

Change appropriate
relays' setting

No No

No

Yes

Yes

Yes

Figure 2.2: Adaptive protection system using voltage and frequency measurement.

If the measured current in a certain relay falls below the pickup current then one of

the other relays in the protection system cleared the fault. The relay then subtracts the

total time taken for the relay contact to close and the circuit breaker to open. The result

is the time taken by the relay, which initiated the fault clearing, to pickup. Based on

the current measurement during the fault and the time overcurrent characteristics of

the downstream relays, the relay calculates the pickup time of all downstream relays.

Using the calculated times, the relay that operated is determined. Then, the settings of

the other relays are changed depending on the operation of the protection system during

the fault. The fault current measured by the other relays is assumed to be the same as the

current measured by the relay that operated, but this may not be the case [22]. The fault
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current changes from one section to another, which causes uncertainty in determining

the faulted section.

An adaptive distance relay protection system is proposed in [6]. The protection

zones of the distance relay are set in an adaptive manner. Zone II threshold setting of

distance relay 2 is calculated using

ZII
set.2 = KII

rel

(
ZBC +KbZ

I
set.3

)
, (2.1)

in the power system shown in Figure 2.3.

Figure 2.3: Adaptive distance relay protection system.

ZI
set.3 is zone I setting of distance relay 3, and KII

rel is zone II relay coefficient of

distance relay 2. Two equations are used to calculate the branch coefficient Kb. If the

fault is a line-to-line fault at phases BC, Kb is calculated using

Kb = 1 +
İDG.b − İDG.c

İ2.b − İ2.c
. (2.2)

However, if a three-phase fault occurs, Kb is calculated using

Kb = 1 +
İDG

İ2
. (2.3)

Similar to the previous approach, mis-operation of the distance relays is avoided by

adaptively setting the protection zone thresholds.

Finally, an approach to implement a non-communication based adaptive protec-

tion system is investigated in [31]. The adaptive protection system takes into account

wind farms presence in a power distribution system. When wind farms are connected

to the power distribution system, several conditions may occur during a fault. First, the
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Figure 2.4: Adaptive distance relay protection system.

voltage in the dedicated power line drops, and the electromagnetic torque developed

decreases. Then, the wind farm is accelerated due to deviation between the electromag-

netic and mechanical torques. The stability of the wind farm depends on several factors

which include the fault condition, the output power of the wind farm, and the fault po-

sition. The adaptive protection system, shown in Figure 2.5, continuously measures the

current and voltage at the Point of Common Coupling (PCC) [31]. The measured val-

ues are used to calculate the output power of the wind farm, and to determine if a fault

condition exists. During a fault, the fault type is classified using the measured current

and voltage. After that, the system determines if the adaptive protection system is able

to aid in clearing the fault, and the Time-Current Curve (TCC) is changed according to

the output power of the wind farm.

2.2 Communication-based ADPS

Communication-based ADPSs use communication channels to transmit data be-

tween different devices in the power distribution system in order to perform adaptive

protection. Protective devices used in communication-based ADPSs include PMUs and

distance relays.

Distance protection relays perform calculations offline and keep them constant

throughout the operation. Performed calculations are based on the maximum genera-

tion mode in the power system. In contrast, sensitivity of protection is checked in the

minimum running mode of the system. Differences between the measured impedance

by the relay and the actual impedance of the line, while taking into consideration the

ground fault impedance, cause distance relays to malfunction [17]. Therefore, adaptive
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Figure 2.5: Adaptive protection system when wind farms are connected to the power
distribution system.

distance protection systems are developed to overcome the shortcomings of distance

protection systems.

Adaptive distance relay protection is implemented by changing the protection

zones for ground faults. Protection zones are changed according to load deviations and

changes in the system conditions. The calculated impedance in a distance relay varies

with the variations in the load current and characteristics of the load. Variations create

a difference between the impedance seen by distance relays and the actual impedance

at the ground fault. Using a traditional distance relay, the impedance is calculated using

ZA =
VA

IA +K0 × 3I0
, (2.4)

where ZA, VA, and IA are the phase impedance, voltage, and current, respectively [17].

Also,K0 and I0 are the coefficient of zero phase sequence compensation and zero phase

sequence current, respectively.
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Equation 2.4 is adjusted to implement adaptability in the calculation of ZA for

the system model shown in Figure 2.4 [17]. The actual impedance seen by the relay is

αZL1 +RF , where

0 < α < 1. (2.5)

The apparent impedance of the adaptive distance relay is

ZA = αZL1 +
3RF

ZT (1−Ph)
Z1B+Z1APh

+ 2Z1B

Z1A+Z1B
+ Z0B

Z0A+Z0B
(1 + 3K0)

, (2.6)

where Ph is the phase difference between the two buses A and B, and it is calculated

using

Ph = 1 − IL(Z1A + Z1B)

EA

, (EA = Vbus + ILZS1A). (2.7)

Any mis-operations are avoided in distance protection when both equations are utilized.

Also, the issues involving under-reach and over-reach of distance relays are averted

[17].

In communication-based adaptive protection systems, a PMU can utilize the

power-angle, voltage, current, and power measurements to implement accurate fault

detection for power lines. In adaptive protection using PMU for the system in Figure

2.6, the first zone of the distance relay calculates the line impedance, using the PMU’s

measurements, according to

Z =
(U1 − U2) (U1 + U2)

U1I2 + U2I1
. (2.8)

Figure 2.6: Adaptive PMU protection system.
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The second zone of the distance relay is set by calculating the impedance of the

transmission line. The influence of infeed current and parallel circuits are considered.

In the third zone of the distance relay, the phase angle at each key point after clearing

a fault is calculated. If the calculated power angles are small and the system is stable,

the protection system is adaptively regulated online according to an online-calculated

impedance. If the calculated power angles are close to the critical operation and unstable

running of the system, backup protection is blocked until the overload is removed. The

time to remove the overload should be less than the operation time of the zone backup

protection [24].

A third approach to implement a communication-based adaptive protection sys-

tem is discussed in [23]. When a fault is close to the source, the operating time of the

relay might be long, and fast clearance is not achieved. A communication-based adap-

tive protection technique helps reduce the operating time of the relay [23]. Adaptive

protection techniques can use integrated protection to protect the line. The functions

implemented in each relay are Overcurrent (OC), Accelerated Overcurrent (AOC), Di-

rectional Under Voltage (DUV), and Accelerated Directional Under Voltage (ADUV).

The operation of the relay functions depends on the system condition, whether the util-

ity source or generator are connected or not. The information from the relays is received

at a central protection relay from the substation. Then, the relay performs the neces-

sary calculations to determine whether a fault occurred or not. The relay issues a trip

command to the circuit breaker if a fault is detected [23].

2.3 Multi-Agent Systems

Multi-Agent Systems (MAS) are communication-based ADPSs that use decen-

tralized communication schemes. A MAS is a collection of agents, which coordinate

and collaborate to achieve a desired goal [29]. It has distributed artificial intelligence

and the ability to resolve problems of the power system logically and physically [28].

Also, a MAS has to perform its local tasks, and interact with the other agents. Inter-

action and communication in a MAS is within the same society and different societies.

For communication, a communication protocol is used to enable the agents exchange

and understand the communicated messages [26].
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In MASs, an agent is a software package that has knowledge, thought, and pur-

pose [28]. Moreover, an agent is able to operate alone or under people’s direction and

has four characteristics:

• Autonomy: the agent has control over its own actions and internal states.

• Social ability: the agent has the ability to communicate with other agents.

• Reactivity: the agent has the ability to asses and evaluate the current situation and

react accordingly.

• Pre-activeness: the agent shows a certain target behavior when startup informa-

tion is received.

Each agent has four modules, and they include the setting calculation module which ex-

ecutes the setting and current calculations. Second, the knowledge base module, where

all the data related to relay setting calculation is stored. Third, the knowledge analysis

module, which performs knowledge verification and analysis. Finally, the communica-

tion module, which performs communication among the agents, and aids in transferring

the knowledge between them [29].

Three types of agents are recognized by [28], shown in Figures 2.7, 2.8, and 2.9,

and are as follows:

1. Deliberative agent

It is an agent which has a preset circumstance model and the ability to freely

function. Also, it has complete knowledge of the database.

2. Reactive agent

It is an agent which lacks complete knowledge of the system along with com-

plex reasoning. But a reactive agent is a condition-action agent, and it is used

whenever a quick response is needed to the outside world.

3. Hybrid agent

It is a combination of the deliberative agent and the reactive agent models, where

the deliberative agent helps in the decision making process. On the other hand,

the reactive agent model aids in responding quickly to any significant event faced.
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Figure 2.7: Deliberative Agent.
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Figure 2.8: Reactive Agent.
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Figure 2.9: Hybrid Agent.

A multi-agent architecture can consist of agent communities that include relay

agents, DG agent, and equipment agents. Relay agents search for relevant information

by communicating with other agents. Also, they receive DG connection status, fault
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current, and breaker status. Then, the coordination strategy determines the resetting of

the protection. The structure of the relay agent is shown in Figure 2.10 [26].

Figure 2.10: Structure of a relay agent.

DG agent considers each DG in the power distribution system as one agent and

sends its connection status to relay agents. Equipment agents include CT agent and

breaker agent. They perform local power measurements and communicate them to the

relay agent to provide protection and coordination functions. In the MAS, all agents

perform measurements of the current, voltage, and breaker status. Several output ac-

tions can take place depending on the measured and communicated values. The output

actions include sending out a trip signal, adjusting the transformer tap, and switching

signal in capacitor bank [26].

Another system organization of a MAS is proposed in [27], where a MAS is lay-

ered in structure and distributed in control. The adaptive protection system is divided

into three layers as shown in Figure 2.11. First, the organizing layer is responsible

for programming the adaptive protection from an overall system view. It has the re-
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sponsibility to resolve the conflicts between the different agents. The organizing layer

reorganizes the agents in case of changes in the power system due to the operation of

breakers, and show them to the operators. Furthermore, it consists of a reorganizer agent

which can layout the protection scheme of the whole system. Second, the cooperating

layer is the middle layer, and it consists of a calculation agent, a real-time model agent,

and a protection agent. Finally, the executing layer acts in response to any changes in

the power system. If the power system condition is abnormal, a signal is received from

the cooperating layer and a trip signal is sent out [27].

Other Subsystem Reorganizer Agent

Real time model Agent Protection Agent

Calculation Agent

Measure Agent Trip Agent

Power system equipment

Organizing
Layer

Cooperating
Layer

Executing
Layer

Figure 2.11: Adaptive protection MAS architecture.

In the MAS, the measuring agent in the executing layer communicates with the

calculation agent. Then, the calculation agent calculates the essential values to evaluate

the system’s operating state. After that, the calculated values are communicated to

the real-time model agent. Then, the real-time model agent communicates with the

reorganizer agent in the organizing layer. The reorganizer agent changes the protective

settings according to the system’s operating state. After that, the reorganizer agent

communicates the new settings to the protection agents. Protection agents include over-

current agents, grounding agents, distance agents, and under-voltage agents. Finally,

the measuring agents communicates with the calculation agent and trip agent, which

decide whether or not to send a trip signal. The decision is made using the received

information from the protection agents [27].
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Chapter 3

Proposed Adaptive Protection System

The proposed communication-based adaptive overcurrent protection system is

explained in this chapter. Section 3.1 describes the proposed communication scheme.

Section 3.2 explains the operation of the proposed methodologies, and highlights the

differences between them. Section 3.3 presents the developed backup technique used

in case of communication failure and explains its operation. Section 3.4 highlights the

differences between the proposed adaptive protection system and existing solutions.

3.1 Communication Network

Communication is a major activity in an adaptive protection system, and a com-

munication network is needed to provide communication between DGs, relays, and a

Central Relaying Unit (CRU) [25]. In the proposed adaptive protection system, intranet

is used as a main communication network, and it is a collection of networks supporting

a single site, and linked at the network layer of operation, using routers [32]. Moreover,

intranet is a closed network, and can have a high cost of implementation. However, it

has high reliability and security [33].

The Internet is used as a backup in case of communication failure using intranet.

It has a cheaper cost of implementation and global access. However, the Internet has

reliability issues because it is a best effort network, and timely delivery of information

is not guaranteed. Also, it has security issues and can be hacked. When using the Inter-

net, the connection is made between the DG, relay, or CRU to the Internet to transmit

the data. The data reaches the receiving end after passing through hubs in the commu-

nication network. Communication for the adaptive protection system is assumed to be

within the same subnetwork. Therefore, the longest path of a transmitted packet is lim-

ited to include a maximum of two hubs. Three data types are exchanged in the proposed

adaptive protection system, and are as follows:

1. Connection status of the DG which indicates whether the DG is connected to the

power distribution system or not.
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2. Fault direction indication of the overcurrent relay. The fault direction is repre-

sented as a binary ‘1’ or ‘0’ when the fault is in the forward or reverse direction

respectively.

3. Optimized TDS and tap setting values are sent to all the relays in the system when

a change in the power distribution system’s configuration occurs.

3.1.1 DNP3

Distributed Network Protocol 3.0 (DNP3) is suggested as the communication

protocol in the adaptive protection system. It is used to facilitate data exchange between

DGs, relays, and CRU in the proposed adaptive protection system. DNP3 was first

presented in 1993 by GE, and it is based on the IEC 60870-5 protocol [34]. It was

created to perform Supervisory Control and Data Acquisition (SCADA) applications

[34]. DNP3 is known for being robust, efficient, widely compatible, and reliable [35].

When DNP3 is used in an adaptive protection system, DNP3 processing time in

the devices causes an increase in the communication time delay. Table 3.1 shows the

time delay due to DNP3 processing [36]. The processing time delay is hardware depen-

dent. Table 3.2 shows the specifications used in [36] to obtain the time delay results.

Communication between two overcurrent relays is the longest processing time delay

which is 22.7430 ms. The hardware for the relays and Circuit Breaker (CB) controllers

need to be upgraded to obtain faster processing time.

Table 3.1: DNP3 processing delay.

Device Transmission (ms) Receiving (ms)

Relay 11.856 10.828

CB Controller 6.088 5.829

Control Center 0.501 0.489

Table 3.2: DNP3 hardware specifications.

Device CPU Memory Kernel Version

CB Controller ARM 200 MHz 64 MB ARM Linux 2.4.26

Relay ARM 500 MHz 128 MB ARM Linux 2.4.21

Control Center P4 1.66 GHz 64 GB Linux 2.6.32
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3.1.2 Fiber Optic Communication

In the proposed adaptive protection system, dedicated fiber optic cables are used

as the physical communication medium to transmit data. Fiber optic communication

helps in transferring large amounts of data with low latency which is a necessity in a

protection system [37]. In fiber optic communication, the number of symbols is equal

to 2N , where N is the number of bits transmitted. Furthermore, the gross bit rate, R,

and the number of bits are used to calculate the symbol rate, and it is given by

Symbol Rate =
R

N
. (3.1)

Several factors are taken into account during fiber optic simulations. They help

obtain an accurate representation of the communication time delay. These factors in-

clude:

1. Length of the fiber optic channel (m).

2. Attenuation (dB/m), which is a measure of the power loss of the signal along the

distance of the fiber optic channel by absorption or scattering [38]. During the

simulation, it is used to determine the amplification gain needed.

3. Effective area (µm2), which is used to calculate the gamma index. Gamma index

(1/W/m) are the fiber nonlinear coefficients [39].

4. Fiber nonlinear index (m2/W) is described by the Kerr effect, where the refractive

index changes in proportion to the optical intensity of the light as it propagates

through the medium. The relationship between the fiber nonlinear index (n2) and

the nonlinear coefficient (γ) is given by

γ =
2πn2

λ0Aeff

, (3.2)

where Aeff and λ0 are the fiber effective area and the laser beam’s wavelength

respectively.

5. Optical wavelength, represented by

λ =
c

v
, (3.3)
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is the wavelength of the laser beam. A wavelength of 1550 nm is used and it is

considered a long wavelength [38].

6. Group Velocity Dispersion (GVD) has a unit of (ps/nm/km). An optical fiber

having a positive GVD indicates that the frequency components spread out as

the light propagates along the fiber. A negative GVD means that the frequency

components move closer together as the light propagates.

7. Dispersion slope (ps/nm2.km) causes different laser beams’ wavelengths to expe-

rience different dispersions.

3.2 Proposed Adaptive Protection Strategy

Centralized and decentralized adaptive protection schemes were proposed in

this thesis. The developed algorithms in the two schemes consist of several functions.

Each function performs a task in the protection system. The tasks include:

• Current and voltage measurement

• Fundamental frequency phasor estimation using Fast Fourier Transform (FFT)

• Relay coordination using linear optimization

• Identification of current system topology

• Fault detection

• Fault direction estimation using negative-sequence directional element

3.2.1 Centralized Adaptive Protection System (CAPS)

In the CAPS, communication between the DGs and relays is always performed

through a CRU as shown in Figure 3.1. First, current measurement is performed at each

DG to determine the DG’s connection status. Then, the generators’ connection statuses

are received at a CRU using a fiber optic communication channel utilizing the DNP3

protocol. The received analog signals are represented by a binary ‘1’ or ‘0’ in case the

generator is connected or disconnected, respectively.
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Figure 3.1: CAPS’s communication topology.

The power distribution system’s configuration is determined when all the con-

nection signals are received at the CRU. After that, the determined configuration is

compared to the stored system configuration. If the received configuration is changed,

a database containing previously determined minimum and maximum fault currents

measured by the relays during system fault analysis is used. The database provides the

maximum load currents, maximum fault currents, and minimum fault currents for the

existing system configuration. The fixed CT ratios are selected using 125% of the max-

imum load current at each relay. Also, the tap settings are changed based on the system

configuration, and are selected using the load current at each relay.

Once the tap settings are determined, the objective function, given in Equation

B.1, is formulated, and optimized based on the constraint equations B.4 and B.5. The

coefficients of the objective equation are calculated using the tap setting values. Then,

linear optimization, explained in Appendix B, is implemented to calculate the opti-

mized TDS values for each relay. During linear optimization, the moderately inverse-

time overcurrent relay characteristic is used. Then, the calculated TDS values and tap

settings are communicated to the relays, using DNP3, to update their settings.

When a fault is close to the source, overcurrent relay protection systems may

suffer from time delay in fault clearance due to relay coordination requirements. There-
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fore, a faulted section identification algorithm is proposed to speed up fault clearance.

In the CAPS, the relays continuously check for fault occurrence. Once a fault is de-

tected, the fault direction is identified using the negative sequence directional element

explained in Appendix C and is implemented in the relays [40]. After that, the relays

send their detected fault direction to the CRU using DNP3. The faulted section is identi-

fied when both relays at the beginning and end of that section see the fault in the forward

direction. For example, the three line sections shown in Figure 3.2 are protected with

directional relays at both ends, which can detect the direction of the fault in the second

section. The relays in the first and third sections have different direction estimation.

While only the relays in the second section see the fault in the forward direction.

Figure 3.2: CAPS’s faulted section identification.

Once the faulted section is identified, the CRU determines the optimal TDS

values and tap settings for the faulted section and existing system configuration. The

optimal settings are determined using previously constructed databases. The databases

contain TDS values and tap settings for different combinations of fault locations and

power system configurations. The determined TDS values and tap settings are sent to

the relays, using DNP3, to update their protection settings, where the closest relays to

the fault are prioritized. The new settings ensure that the closest relay is the fastest act-

ing relay, and upstream relays have a minimum coordination time of 0.3 s. If ambiguity

occurs during the faulted section detection, the system uses TDS values and tap settings

determined prior to the faulted section identification algorithm. The flowchart of the

proposed CAPS is shown in Figure 3.3.

The main advantage of a CAPS is simplicity of implementation. Also, there is

no conflict in the decision taken. However, a CAPS has one point of failure. If the

communication system between the DGs, relays, and CRU fails, the protection system

44



does not get updates for any change in the power distribution system’s configuration.

But one solution is to mirror the central node.

Start

Receive DG
connection status

Did connection
status change?

Run relay setting
algorithm inCRU

Transmit new
settings to relays

Yes

No

Measure line
current

Did a fault
occur?

Refer to database

Transmit new
settings to relays

No

Yes

CRU receives fault
direction from all

relays

Faulted section
identified?

Yes

TDS & Tap Settings

TDS & Tap Settings

Use existingTDS
and tap settings

No

Figure 3.3: Flowchart of the CAPS.

3.2.2 Decentralized Adaptive Protection System (DAPS)

A decentralized communication-based adaptive protection system utilizing the

DNP3 protocol is proposed. In the DAPS, data transmission of the tap settings, TDS

values, and DG connection statuses is performed directly between all the devices in the

power distribution system as shown in Figure 3.4.

3.2.2.1 Proposed MAS

A MAS is implemented in the decentralized adaptive protection technique as

shown in Figure 3.5, where different agents handle different types of information.
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Figure 3.4: DAPS’s communication topology.

The collaboration of the agents helps in coordinating the directional overcurrent re-

lays. First, data measurement sub-agents are implemented in relays. Data measurement

sub-agents measure the current and voltage at the relay location. The measured values

are communicated to the protection sub-agent. Then, the protection sub-agent uses the

currents and voltages to perform linear optimization. If a fault occurs, the protection

sub-agent uses the optimal TDS values and tap settings to calculate the operation time

delay. Then, the execution sub-agent sends a trip signal to the circuit breaker. In the DG

agent, a DG connection sub-agent sends the DG’s connection status to the relay agents.

The communication sub-agents in relay and DG agents help facilitate the communica-

tion between the two agent communities.

Data Measurement
Sub-agent

Protection
Sub-agent

Execution
Sub-agent

Communication
Sub-agent

Relay Agent

DG Connection Sub-agent Communication Sub-agent

DG Agent

Figure 3.5: Proposed MAS.
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3.2.2.2 Operation of the Proposed DAPS

In the DAPS, connection status signals from the Transmission Grid (TG) and

DGs are transmitted to each relay present in the system using DNP3. Then, each re-

lay determines the new configuration of the power distribution system. After that, the

determined configuration is compared to the stored configuration. If the configuration

is changed, each relay determines the tap setting value for the current configuration.

Then, the calculation of the TDS values is performed at each relay using the linear opti-

mization technique explained in Appendix B, and a 0.3 s coordination time is used. The

calculated values are stored, and replace previous protection settings. As a result, the

directional overcurrent relays become ready for new fault occurrence.

Similar to the CAPS, a faulted section identification algorithm is implemented

in the DAPS to speed up fault clearance, and it is shown in Figure 3.6. During a fault,

each downstream looking relay with respect to the TG sends a fault direction signal

using the negative sequence impedance directional element to the previous downstream

looking relay. Also, each upstream looking relay transmits the fault direction to the

previous upstream looking relay. The relay that receives a reverse fault signal and has

a forward fault direction is the closest relay to the fault. Then, the TDS values and

tap settings are determined using a database for that relay and the two backup relays.

The determined TDS values and tap settings are sent to the backup relays, using DNP3,

through fiber optic communication. These values determine the clearance time of the

backup relays in case the closest relay does not operate. Therefore, during a fault six

relays are coordinated to minimize fault clearance time. The two closest relays to the

fault (downstream and upstream looking) and two backup relays for each primary relay.

Figure 3.7 shows the flowchart of the DAPS.

Figure 3.6: DAPS’s faulted section identification.
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Figure 3.7: Flowchart of the DAPS.

If a communication failure occurs in a decentralized system, the system is able

to partially perform adaptive protection. However, this technique requires higher traffic

compared to a centralized technique, and more involvement for the communication

protocol. Also, a decentralized technique requires a higher cost, because smarter units

have to be employed in the system.

3.3 Backup Adaptive Protection System

The proposed adaptive protection system techniques are very communication

dependent. If a communication failure occurs, the protection system can no longer be

coordinated in the CAPS. While in the DAPS, the directional overcurrent relays are

partially coordinated.

A backup non-communication based adaptive protection system is proposed.

The flow chart of the backup technique is shown in Figure 3.8. The backup protec-

48



tion system operates only for a change in the power distribution system’s configura-

tion. Therefore, it does not utilize a faulted section identification algorithm. In the

backup protection system, the power distribution system’s configuration is determined

using state detection algorithms utilizing local measurements [22]. Only two states

are detected, which are normal and islanded operation modes because is a significant

difference in the fault current between these two operation modes [22]. The backup

protection system serves as a last line of defense, to limit the damage in case of a fault,

until the communication network is back online.

Start
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topology using
islanding detection

Is the system
islanded (TG

disconnected)?

Run algorithm
stored ateach relay

Store and replace
values with the new

values

Yes

Check
communication
channel health

Is
communication

interrupted?

No

TDS & Tap settingKeep relay settings
prior to

communication
failure

Yes

No

Figure 3.8: Flowchart of the backup adaptive protection system.

In the backup adaptive protection system, the communication channel’s health

is checked using DNP3 [41]. If communication is interrupted, protection settings prior

to communication failure remain unchanged. Then, the configuration of the power

distribution system is determined using islanding detection. After that, the backup pro-

tection system compares the detected configuration to the stored configuration. If the

power system’s configuration changes, the tap settings are changed and the TDS values

at each relay are calculated using linear optimization. Finally, the calculated values are

stored and replace previous protection settings.
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3.4 Differences Between The Proposed Work and Existing Solutions

Previously proposed non-communication protection based systems use local

measurements to estimate the state of the power distribution system [5, 6, 22, 31].

Therefore, they suffer from uncertainties when required to update the settings of pro-

tection relays. These adaptive protection systems take several assumptions into account

such as neglecting the transients in the DG response during a fault, considering the fault

current at the relay to be constant and equal to the steady state fault current value, and

assuming the fault current seen by all relays protecting a feeder to be equal [5, 22].

These assumptions may affect the operation of the protection negatively. Thus, the

introduction of communication based adaptive protection systems avoids uncertainties

when determining the configuration of the power distribution system. Also, it increases

the accuracy and reliability of the adaptive protection system.

Similar to non-communication based protection systems, most of the previously

proposed communication-based adaptive protection systems use either distance or over-

current relays [25, 23]. However, overcurrent relays are preferred in an adaptive protec-

tion system for their lower cost, wide range of characteristics, and simplicity of opera-

tion as previously discussed in Section 1.2.2.3. Also, some of the communication-based

adaptive protection systems implement a multi-agent system [28, 27, 26]. In the multi-

agent system, adaptive protection in the power distribution system is performed in a

decentralized manner. The previously proposed multi-agent systems only present ideas

on how to build a communication-based adaptive protection system. The communi-

cation simulations in [26] show that adaptive protection in power distribution systems

penetrated with DGs can be achieved using communication. The communication based

adaptive protection system proposed in this thesis is based on this assumption.

In this thesis, overcurrent relay coordination is performed according to the cur-

rent configuration of the power distribution system. Also, centralized and decentral-

ized communication techniques are proposed, and the advantages and disadvantages

of each technique during fault clearance are demonstrated in Chapter 4. Moreover,

using communication-based techniques enable the identification of the faulted section

which can speed up the fault clearance process. The effectiveness of the faulted section

identification is investigated in Chapter 4 when centralized or decentralized adaptive
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protection systems are used. Furthermore, in both techniques a simple linear optimiza-

tion algorithm is implemented, where during faulted section identification the objective

function and constraints are modified to ensure that the closest relays to the fault are the

fastest acting relays. In addition, this thesis proposes a backup protection system that

can be used during emergency situations when there is a communication failure.
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Chapter 4

Results

The proposed centralized and decentralized adaptive protection strategies have

been extensively tested under different operating conditions. This chapter has three

main sections. The components of the system model used and its computer simula-

tion are given in Section 4.1. The estimated communication time delay encountered in

the proposed protection strategies is given in Section 4.2. The results of the proposed

methodologies are given in Sections 4.3 and 4.4.

4.1 System Model

The power distribution system in [42] is used to test the proposed adaptive pro-

tection system. It is part of an existing distribution network, owned by Himmerlands

Elforsyning, in Aalborg, Denmark. The single line diagram of the system is given in

Figure 4.1 and its data in Tables 4.1, 4.2, 4.3, and 4.4. The power distribution sys-

tem consists of ten buses connecting nine line sections, six loads, three Wind Turbine

Generators (WTG), one TG, and one Combined Heat and Power (CHP) plant.

Figure 4.1: System Model.
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Table 4.1: Transmission grid data.

Parameters Value
Maximum short circuit power 10000 MVA
Minimum short circuit power 8000 MVA

Maximum R/X ratio 0.1
Maximum Z2/Z1 ratio 1.0
Maximum X0/X1 ratio 1.0
Maximum R0/X0 ratio 0.1

Table 4.2: Line data for the modeled system.

From Bus To Bus Resistance (Ω) Reactance (Ω)
5 6 0.1256 0.1404
5 7 0.1344 0.0632
7 8 0.1912 0.0897
8 9 0.4874 0.2284
9 10 0.1346 0.0906

10 11 1.4555 1.1130
11 12 0.6545 0.1634
12 13 0.0724 0.0181
13 14 0.7312 0.3114

Table 4.3: Generators data.

Parameters CHP WTG
Type of generator Synchronous Asynchronous

Number of Parallel Machine 3 1
Transformer to connect to grid 3.3 MVA 20/6.3 kV 630 kVA 20/0.4 kV

Individual generator’s rating
Rated Power 3.3 MW 630 kW

Rated Voltage 6.3 kV 0.4 kV
Stator resistance 0.0504 pu 0.018 pu
Stator Reactance 0.1 pu 0.015 pu

Synchronous reactance d-axis 1.5 pu
Synchronous reactance q-axis 0.75 pu

Transient reactance d-axis 0.256 pu
Sub-transient reactance d-axis 0.168 pu
Sub-transient reactance q-axis 0.184 pu
Transient time constant d-axis 0.53 s

Sub-transient time constant d-axis 0.03 s
Sub-transient time constant q-axis 0.03 s

Mag. Reactance 4.42 pu
Rotor Resistance 0.0108 pu
Rotor Reactance 0.128 pu

Inertia Time Constant 0.54 s 0.38 s

53



Table 4.4: Load and generation data.

Bus PG (MW) QG (Mvar) PL (MW) QL (Mvar)
05 0.00 0.00 3.87 0.85
06 6.00 0.00 0.00 0.00
07 0.00 0.00 0.56 0.11
08 0.00 0.00 0.56 0.11
09 0.00 0.00 0.55 0.10
10 0.00 1.50 0.85 0.20
11 0.00 0.00 0.51 0.13
12 0.31 0.00 0.00 0.00
13 0.31 0.00 0.00 0.00
14 0.31 0.00 0.00 0.00

Total 6.93 1.5 6.9 1.5

The power distribution system is modeled in PSCAD/EMTDC, and it is shown

in Figures A.1, A.2, and A.3. Also, the transformer model used to connect the CHP

plant and WTGs to the system is shown in Figure 4.2 and its data in Table 4.5. In

the adaptive protection system, eighteen directional overcurrent relays are used, where

each line section is protected by two directional overcurrent relays. Furthermore, fault

analysis for different fault locations, fault types, and connection statuses of the DGs is

performed using PSCAD/EMTDC. During fault analysis, PSCAD/EMTDC’s multiple

run component, shown in Figure 4.3, is used to vary the fault location and the DGs’

connection statuses. In addition, the fault type is varied manually by specifying an

integer corresponding to the ‘fault type’ in the fault module shown in Figure 4.4. After-

wards, fault currents measured by the relays are saved using PSCAD/EMTDC’s Real

Time Playback (RTP) and Common format for Transient Data Exchange for power sys-

tems (COMTRADE) recorder shown in Figure 4.5. Finally, fault analysis data is stored

in databases which are used in MATLAB to develop the proposed adaptive protection

system.

Figure 4.2: Transformer model.
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Table 4.5: Transformer model data.

Base operating frequency 50 Hz
Primary winding type Delta

Secondary winding type Wye
Positive sequence leakage reactance 0.1 pu

No load losses 0.001 pu
Copper losses 0.002 pu

Air core reactance 0.2 pu
In rush delay time constant 1 s

Knee voltage 1.25 pu
Time to release flux clipping 0.1 s

Figure 4.3: Multiple run module.

Figure 4.4: Fault module.
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Figure 4.5: RTP and COMTRADE recorder.

4.2 Communication Time Delay

In what follows, we describe the simulation setup and the computation of time-

delay using Optilux, a MATLAB optical fiber simulation toolbox [39]. Table 4.6 shows

the parameters used during the simulations.

Table 4.6: Fiber simulation parameters.

Parameter
Data size 64 bytes
Attenuation 0.2 dB km−1

Effective area 80 µm2

Fiber nonlinear index 2.7 × 10−20 m2 W−1

optical wavelength 1550 nm
GVD 17 ps/nm/km
Dispersion slope 0 ps/nm2.km

The proposed adaptive protection system includes 18 directional overcurrent

relays and 5 generators. The addresses of DGs, relays, and CRU in the protection

system were defined using a 16-bit address for each device. The addresses of the relays

start from 6 to 23, and the first five addresses are reserved for the generators.

4.2.1 Centralized Adaptive Protection System (CAPS)

In the CAPS, the transmitted data is formatted using DNP3 by applying the

operation guidelines in [41]. Furthermore, the data transmitted between the CRU and

the relays includes fault direction signals, TDS values, and relay tap settings. For in-
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stance, the formatting of the communicated data using DNP3 at the application layer is

as follows:

• Application Request Header

◦ Application Control (1 octet): E0

◦ Function Code (1 octet): 02

• Object Header (4 bytes)

◦ Object Type Field - Group (1 octet): 42

◦ Object Type Field - Variation (1 octet): 01

◦ Qualifier Field (1 octet): 01

◦ Range Field (1 octet): 11

• DNP3 Objects

◦ 32-bit data

Afterwards, the information is passed to the transport layer and a transport

header having a value ‘C0’ is added. At the data link layer, a header block and a 16-bit

Cyclic Redundancy Check (CRC) are added to the user data. The formation of the data

at the transport and data link layers is as follows:

• Header Block

◦ Start (2 octets): 05 64

◦ Length (1 octet): 80

◦ Control (1 octet): D3

◦ Destination (2 octets): 06 00

◦ Source (2 octets): 00 00

◦ CRC (2 octets)

• User data

◦ CRC (2 octets)
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After formatting the data, the average communication time delay to transmit

one fault direction signal from a relay to the CRU is calculated by varying the relay’s

address and fault direction signal, and it was computed to be 1.6384 µs. The average

communication time delay for TDS and tap settings transmission, from the CRU to the

relay, is calculated by varying the relay’s address, TDS values, and tap settings. The

average time delay was calculated to be 1.6400 µs.

In the CAPS, when a fault occurs each relay transmits the detected fault direc-

tion to the CRU as shown in Figure 4.6. At the CRU, the fault direction signals are

received in sequence. As a result, the time delay due to a fault direction signal trans-

mission during a fault occurs at eighteen instances.

Figure 4.6: CAPS communication model.

Once all the fault direction signals are received and the faulted section is iden-

tified, the tap settings and TDS values are transmitted from the CRU to the relays. As

a result, this process adds another time delay to the faulted section identification algo-

rithm. The total communication time delay is computed to be 59.0112 µs.
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4.2.2 Decentralized Adaptive Protection System (DAPS)

In the DAPS, the communication between the DGs and the overcurrent relays

is trigger-based. The DGs send their statuses whenever a change occurs to their own

connection. Furthermore, the DG’s connection status is transmitted to the nearest relay.

At the relay, the received data is stored and transmitted to the next relay along the

transmission line. In this case, only transmission time delay is taken into account, and

the time to store and transmit the data in the relay is assumed to be negligible.

During the faulted section identification algorithm, two communication possi-

bilities can be used. First, the closest relay to the fault transmits the TDS values and

tap settings to both backup relays. Second, the closest relay to the fault transmits the

values to the first backup relay. Then, the first backup relay passes the TDS values and

tap settings to the secondary backup relay.

During a fault, each downstream looking relay with respect to the TG transmits a

fault direction signal to the previous downstream looking relay as shown in Figure 4.7.

Also, each upstream looking relay with respect to the TG transmits a fault direction

signal to the previous upstream looking relay. At the same time, each relay receives a

direction signal from the next relay in their respective directions. The time delay due to

fault direction signal transmission occurs twice during a fault. Therefore, a time delay

of 6.5472 µs is added during the faulted section identification algorithm.

Figure 4.7: DAPS communication model.

Once the faulted section is identified, the TDS values and tap setting transmis-

sion is simulated after formatting the data using DNP3. The user data contains the new

protection settings to be stored in the relays. The data is transmitted from the primary

relay to the first backup relay, and then it is forwarded to the second backup relay. The
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communication delay is calculated to be 3.2736 µs. Therefore, the total communication

time delay in a decentralized adaptive protection system, during a fault, is 9.8208 µs.

4.2.3 DNP3 Processing Time

When DNP3 processing time is taken into account, the total communication

time delay in the centralized adaptive protection system during the faulted section iden-

tification is 244.9270 ms. Whereas the total communication time delay in the decentral-

ized adaptive protection system during the faulted section identification is 22.6938 ms.

4.2.4 Internet Communication Delay

If communication using intranet fails, as demonstrated in Figure 4.8, then the

Internet could be used as a backup for communication between DGs, relays, and the

CRU. Consequently, the worst case Round-Trip Time (RTT) using the Internet is calcu-

lated. The RTT calculates the longest time taken for data transmission over the Internet.

It ensures that the adaptive protection system responds in a timely manner during fault

occurrence. Also, it helps justify implementing a faulted section detection algorithm

when intranet is not functional.

Figure 4.8: Disruption in intranet communication.

The RTT calculations are performed for the network shown in Figure 4.9. The

network follows the IEEE803.2 standard, and consists of three 100Base-FX segments
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each of length 2 km and two Class II repeaters with all ports TX/FX. The RTT calcula-

tions are performed according to the guidelines provided in [32].

Figure 4.9: Internet communication network.

Table 4.7 shows the end-to-end delay in bit time, and a safety margin of 4 bit

times is added. The safety margin adds an extra headroom to make sure the communi-

cation time delay is still acceptable even if an unexpected delay in the network occurs.

From the table, the total RTT is converted from bit times to seconds. First, the calcu-

lated total RTT is multiplied by 64 bytes, which is the minimum transmission unit over

the Internet. Then, it is divided by the channel speed, which is 100 Mbps. The total RTT

and the channel propagation delay introduce a communication time delay of 0.9779 ms.

Therefore, the total communication time delay using the Internet for the CAPS during

faulted section identification is 264.4264 ms. Also, the total communication time delay

for the DAPS during faulted section identification is 25.6178 ms.

Table 4.7: RTT delay calculation.

Equipment RT delay
Class II Repeater with all ports TX/FX 92
Class II Repeater with all ports TX/FX 92
Safety margin 4
Total 188 bit times

4.3 Simulation of the Proposed Adaptive Protection Systems

Different simulation cases were performed to test the performance of the pro-

posed adaptive protection schemes. Simulations include relay setting update for system

configuration change, faulted section identification, and safe islanding operation. The

simulations cases were performed to test both centralized and decentralized techniques,

and are as follows:
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• Case 1: CHP plant is disconnected from the power distribution system.

• Case 2: Single-Line to Ground (SLG) on line 8-9 when CHP is disconnected.

• Case 3: SLG fault on line 8-9 when all generators are connected.

• Case 4: Line-to-Line (LL) fault on line 8-9 when all generators are connected.

• Case 5: SLG fault on line 11-12 when all generators are connected.

• Case 6: Double-Line to Ground (DLG) fault on line 8-9 when WTG1 is discon-

nected.

• Case 7: DLG on line 11-12 when CHP is disconnected.

• Case 8: SLG fault on line 8-9 when all WTGs are disconnected.

• Case 9: SLG fault on line 8-9 when TG is disconnected (islanded mode).

• Case 10: SLG fault on line 11-12 when TG is disconnected (islanded mode).

4.3.1 Centralized Adaptive Protection System (CAPS)

4.3.1.1 CHP Plant is Disconnected from the Power Distribution System

In the first simulation case, the system was operating under normal power sys-

tem conditions where all the generators are connected to the power distribution system.

Then, the CHP plant, which is connected to bus 6, is disconnected. Consequently, the

CHP sends its connection status signal to the CRU. The transmitted connection status

signal is formatted using DNP3. After that, the CRU determines the new power dis-

tribution system configuration, and the new tap settings and TDS values are computed

using the linear optimization technique explained in Appendix B. Finally, the new pro-

tection settings are transmitted to the relays after being formatted using DNP3. Table

4.8 shows the TDS values and tap settings before and after the power system configu-

ration change. In the table, the TDS values are adjusted to maintain fast fault clearance

during the new power system configuration. Therefore, the TDS values are decreased to

account for the decrease in the fault current level when the CHP plant is disconnected.
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Table 4.8: Centralized: CHP is disconnected.

Before configuration change After configuration change
Relay Tap setting TDS Tap setting TDS

1 4.9 0.2494 0.1 0.3469
2 0.5 3.8172 0.5 3.8143
3 2.4 3.0920 2.4 3.0897
4 2.0 2.6085 2.0 2.6068
5 1.9 2.1294 1.9 2.1280
6 2.1 1.5741 2.1 1.5731
7 4.0 1.0191 4.0 1.0184
8 2.7 0.6228 2.7 0.6224
9 1.8 0.1307 1.8 0.1307
10 4.9 0.1471 10.0 9.7920
11 3.2 0.1146 3.2 0.1146
12 2.9 0.4713 2.9 0.4709
13 2.6 0.9086 2.6 0.9078
14 2.2 1.4129 2.2 1.4118
15 3.2 1.8697 3.2 1.8682
16 4.0 2.2438 4.0 2.2420
17 3.6 2.7216 3.6 2.7194
18 2.7 3.2696 2.7 3.2699

4.3.1.2 SLG Fault at Line 8-9 with CHP Disconnected

When a SLG fault occurs on line 8-9 while the CHP is disconnected, the relays

determine the fault direction, using the negative sequence directional element explained

in Appendix C, and transmit the signals to the CRU using DNP3. The CRU determines

the faulted section, as previously explained in Section 3.2.1, once all the fault direc-

tion signals are received. Then, the new relay settings are retrieved from databases

containing TDS values and tap settings for various fault locations and power system

configurations. Finally, the new protection settings are formatted using DNP3, and are

sent to the overcurrent relays to speed up fault clearance. Furthermore, overcurrent re-

lays R4 and R13 are the first to receive the new protection settings. Table 4.9 shows the

relays’ TDS values, tap settings, and operation times for a SLG fault on line 8-9 when

CHP is disconnected. The table gives the TDS and operating time with and without

faulted section identification algorithm. In this table, the TDS values and tap settings

are adjusted to maintain the operation times as small as possible without violating the

coordination constraints specified.

The faulted section identification algorithm reduces the operation times of relays

R4 and R13 from 1.3922 s and 0.7414 s to 0.0947 s and 0.1019 s, respectively. Further-
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more, the backup relays, R3 and R2, for the downstream looking relay with respect to

the TG, R4, are coordinated using a minimum coordination time of 0.3 s. Similarly, the

backup relays, R14 and R15, for the upstream looking relay with respect to the TG,

R13, are also coordinated using a minimum coordination time of 0.3 s.

Table 4.9: Centralized: SLG fault at line 8-9 with CHP disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 0.1 0.3469 No operation 10.9677 No operation
2 0.5 3.8142 2.2013 1.5978 0.9222
3 2.4 3.0897 1.7476 0.8149 0.4609
4 2.0 2.6068 1.3922 0.1773 0.0947
5 1.9 2.1280 Blocked 5.5500 Blocked
6 2.1 1.5731 Blocked 5.5500 Blocked
7 4.0 1.0184 Blocked 5.5500 Blocked
8 2.7 0.6224 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 10.0 9.7920 No operation 0.1000 No operation
11 3.2 0.1146 Blocked 5.5500 Blocked
12 2.9 0.4709 Blocked 5.5500 Blocked
13 2.6 0.9078 0.7414 0.1247 0.1019
14 2.2 1.4118 1.0673 0.5410 0.4090
15 3.2 1.8682 1.4026 0.9369 0.7034
16 4.0 2.2420 1.7721 1.2831 1.0142
17 3.6 2.7194 2.1634 1.7025 1.3545
18 2.7 3.2699 2.6155 2.2214 1.7785

‘No operation’ indicates that the current seen by the relay is less then the pickup

current. In this case, R1 and R10 show ‘No operation’ since the CHP plant is discon-

nected. In addition, ‘Blocked’ indicates that the current seen by the overcurrent relay is

above the pickup current but the negative sequence directional element detects a reverse

fault.

4.3.1.3 SLG Fault at Line 8-9 with All Generators Connected

The operation of the CAPS is investigated under normal operation. Table 4.10

shows the relays’ TDS values, tap settings, and operation times for a SLG fault on line

8-9 when all the generators are connected.
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Table 4.10: Centralized: SLG fault at line 8-9 with all generators connected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 4.9 0.2494 Blocked 0.2494 Blocked
2 0.5 3.8172 1.9111 1.5026 0.8665
3 2.4 3.0920 1.5816 0.7900 0.4465
4 2.0 2.6085 1.2811 0.1675 0.0894
5 1.9 2.1294 Blocked 5.5500 Blocked
6 2.1 1.5741 Blocked 5.5500 Blocked
7 4.0 1.0191 Blocked 5.5500 Blocked
8 2.7 0.6228 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 4.9 0.1471 No operation 0.3307 No operation
11 3.2 0.1146 Blocked 5.5500 Blocked
12 2.9 0.4713 Blocked 5.5500 Blocked
13 2.6 0.9086 0.6908 0.1245 0.1015
14 2.2 1.4129 0.9938 0.5699 0.4304
15 3.2 1.8697 1.3003 1.0228 0.7672
16 4.0 2.2438 1.6308 1.4377 1.1354
17 3.6 2.7216 1.9642 1.9222 1.5278
18 2.7 3.2696 2.2998 2.4774 1.9816

From the table, it is noticed that the faulted section identification algorithm

speeds up the fault clearing process. This helps further minimize damage to equipment

connected to the power distribution system. Hence, the operation times for relays R4

and R13 are reduced from 1.2811 s and 0.6908 s to 0.0894 s and 0.1015 s, respectively.

Figure 4.10 shows that the fault current is cleared after 0.3465 s including a commu-

nication time delay of 0.2449 s, where the fault is applied at 0.4 s and the breaker for

R13 opens at 0.7465 s. Additionally, Figure 4.11 shows the change in the TDS curves

when the faulted section is identified and the relays’ settings are updated. In the figure,

the TDS curves with the solid lines are the relay settings during normal fault clearance

operation. The TDS curves with the dashed lines are the relay settings when the faulted

section identification algorithm is used.

4.3.1.4 LL Fault at Line 8-9 with All Generators Connected

A LL fault is applied on line 8-9 when all the generators are connected. Com-

pared to Section 4.3.1.3, this case highlights the effect of changing the fault type on

the CAPS under normal operation. Table 4.11 illustrates the relays’ TDS values, tap

settings, and operation times.
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Figure 4.10: Fault current at relay R4 for a SLG fault on line 8-9 when all generators
are connected.
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(a) Downstream looking relays’ TDS curves.
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(b) Upstream looking relays’ TDS curves.

Figure 4.11: Upstream and downstream TDS curves for a SLG fault on line 8-9 with all
generators connected.
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Table 4.11: Centralized: LL fault at line 8-9 with all generators connected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 4.9 0.2494 Blocked 0.2494 Blocked
2 0.5 3.8172 2.2514 1.5026 0.8862
3 2.4 3.0919 1.7863 0.7900 0.4564
4 2.0 2.6085 1.4207 0.1675 0.0912
5 1.9 2.1294 Blocked 5.5500 Blocked
6 2.1 1.5741 Blocked 5.5500 Blocked
7 4.0 1.0191 Blocked 5.5500 Blocked
8 2.7 0.6228 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 4.9 0.1471 No operation 0.3307 No operation
11 3.2 0.1146 Blocked 5.5500 Blocked
12 2.9 0.4713 Blocked 5.5500 Blocked
13 2.6 0.9086 0.8298 0.1245 0.1137
14 2.2 1.4129 1.1837 0.5699 0.4774
15 3.2 1.8697 1.5605 1.0228 0.8536
16 4.0 2.2438 1.9901 1.4377 1.2751
17 3.6 2.7216 2.4277 1.9222 1.7146
18 2.7 3.2696 2.9271 2.4774 2.2179

In the table, overcurrent relay operation times are slightly longer compared to

Section 4.3.1.3 because a larger fault current flow in the power distribution system dur-

ing a SLG fault. However, the operation time for the faulted section detection algorithm

is much faster compared to regular operation during the LL fault.

4.3.1.5 SLG Fault at Line 11-12 with All Generators Connected

In this simulation case, the effect of changing the fault location, during normal

operation, on the CAPS is illustrated. The relays’ TDS values, tap settings, and op-

eration times for a SLG fault on line 11-12 when all the generators are connected are

recorded in Table 4.12.
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Table 4.12: Centralized: SLG fault at line 11-12 with all generators connected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 4.9 0.2494 Blocked 0.2494 Blocked
2 0.5 3.8172 2.8723 2.9247 2.2007
3 2.4 3.0920 2.2635 2.2558 1.6514
4 2.0 2.6085 1.7645 1.7392 1.1765
5 1.9 2.1294 1.3604 1.2204 0.7797
6 2.1 1.5741 0.9955 0.6533 0.4132
7 4.0 1.0191 0.6739 0.1319 0.0872
8 2.7 0.6228 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 4.9 0.1471 No operation 0.5049 No operation
11 3.2 0.1146 Blocked 5.5500 Blocked
12 2.9 0.4713 Blocked 5.5500 Blocked
13 2.6 0.9086 Blocked 5.5500 Blocked
14 2.2 1.4129 Blocked 5.5500 Blocked
15 3.2 1.8697 Blocked 5.5500 Blocked
16 4.0 2.2438 1.6276 0.1532 0.1111
17 3.6 2.7216 1.9860 0.6565 0.4791
18 2.7 3.2696 2.3995 1.2304 0.9030

Using the faulted section identification algorithm, the faulted section is iden-

tified and the directional overcurrent relays’ settings are adjusted. Furthermore, the

closest relays to the fault are the first to react and clear the fault. In Section 4.3.1.3,

relays R4 and R13 are the fastest relays, whereas in Section 4.3.1.5 relays R7 and R16

are the fastest relays. Figure 4.12 shows fault current clearance by the closest relays, R7

and R16, after 0.3560 s including a communication time delay of 0.2449 s. In addition,

Figure 4.13 shows the TDS curves during normal fault clearance operation and when

the faulted section identification algorithm is used.

4.3.1.6 DLG Fault at Line 8-9 with WTG1 Disconnected

Also, the effect of disconnecting WTG1 on the CAPS is investigated. A DLG

fault is applied on line 8-9, and Table 4.13 presents the relays’ TDS values , tap settings,

and operation times. The table shows only the settings of the primary and the two

backup relays in both directions. The omitted relays are either not operating or blocked.
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Figure 4.12: Fault current at relay R7 for a SLG fault on line 11-12 when all generators
are connected.
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(a) Downstream looking relays’ TDS curves.
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(b) Upstream looking relays’ TDS curves.

Figure 4.13: Upstream and downstream TDS curves for a SLG fault on line 11-12 with
all generators connected.
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Table 4.13: Centralized: DLG fault at line 8-9 with WTG1 disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

2 0.6 3.2202 1.9131 1.5786 0.9378
3 2.9 2.7169 1.5824 0.8044 0.4685
4 2.6 2.3108 1.2820 0.1746 0.09684

13 3.4 0.7520 0.7425 0.1209 0.1194
14 3.1 1.1538 1.0571 0.5054 0.4630
15 2.2 1.7980 1.3591 1.0633 0.8038

This simulation case reveals the algorithm’s behavior for another system config-

uration change followed by a fault. In the table, the tap settings are adjusted for the new

configuration to maintain an optimized and coordinated protection system. Moreover,

the TDS values are changed according to the identified faulted section to speed up the

fault clearance.

4.3.1.7 DLG Fault at Line 11-12 with CHP Disconnected

In this simulation case, the effect of changing the fault location is investigated

during DG disconnection. The relays’ TDS values, tap settings, and operation times

for a DLG fault on line 11-12 when CHP is disconnected are shown in Table 4.14.

Furthermore, the table shows only the settings of the primary and the two backup relays

in both directions. The omitted relays are either not operating or blocked.

Table 4.14: Centralized: DLG fault at line 11-12 with CHP disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

5 1.9 2.1280 1.3602 1.2368 0.7906
6 2.1 1.5730 0.9953 0.6608 0.4181
7 4.0 1.0184 0.6738 0.1342 0.0888

16 4.0 2.2420 1.6992 0.1531 0.1160
17 3.6 2.7194 2.0667 0.6561 0.4986
18 2.7 3.2669 2.4855 1.2294 0.9354

In the table, the tap settings change due to the change in the power distribu-

tion system’s configuration. In addition, the TDS values are changed during the faulted
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section identification algorithm to speed up fault clearance. Hence, faulted section iden-

tification reduces long operation times caused by coordination time constraint between

the directional overcurrent relays.

4.3.1.8 SLG Fault at Line 8-9 with All WTGs Disconnected

When all the WTGs are disconnected, part of the power distribution system be-

comes radial. Furthermore, the operation of the CAPS during radial operation between

buses 5 and 14 is simulated. Table 4.15 shows the relays’ TDS values, tap settings,

and operation times for a SLG fault on line 8-9 when all the WTGs are disconnected.

Moreover, the table shows only the settings of the primary and the two backup relays in

both directions. The omitted relays are either not operating or blocked.

Table 4.15: Centralized: SLG fault at line 8-9 with all WTGs disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

2 0.8 2.1898 1.3670 1.5164 0.9466
3 3.8 1.7546 1.0692 0.7762 0.4730
4 3.8 1.4553 0.8573 0.1707 0.1005

13 1.9 0.1825 No operation 5.5500 No operation
14 1.9 0.2325 No operation 5.5500 No operation
15 0.9 0.2652 No operation 5.5500 No operation

In the table, the tap settings are changed according to the new configuration.

Also, TDS values during the faulted section identification algorithm are changed to

employ faster fault clearance. However, the upstream looking relays take no action

because no fault is detected. Figure 4.14 shows the TDS curves for the downstream

looking relays during normal fault clearance operation and when the faulted section

identification algorithm is used.

4.3.1.9 SLG Fault at Line 8-9 with TG Disconnected (Islanded Mode)

The centralized adaptive protection system’s behavior is looked into during is-

landing operation. Table 4.16 presents the relays’ TDS values, tap settings, and opera-

tion times for a SLG fault on line 8-9 when TG is disconnected. The table shows only

71



10
0

10
1

10
2

10
−2

10
−1

10
0

10
1

10
2

Multiples of pickup current

T
im

e 
(s

ec
on

ds
)

 

 
R02, 1.3670
R03, 1.0692
R04, 0.8573
R02, 0.9466
R03, 0.4730
R04, 0.1005

Figure 4.14: Downstream looking relays’ TDS curves for a SLG fault at line 8-9 with
all WTGs disconnected.

the settings of the primary and the two backup relays in both directions. The omitted

relays are either not operating or blocked.

Table 4.16: Centralized: SLG fault at line 8-9 with TG disconnected (islanded mode).

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

2 0.5 2.4360 2.0656 0.9512 0.8066
3 2.3 2.1699 1.7610 0.5479 0.4447
4 2.0 1.9520 1.4608 0.1386 0.1037

13 2.6 0.8348 0.6941 0.1238 0.1030
14 2.2 1.2974 0.9969 0.5614 0.4314
15 3.0 1.7322 1.3017 1.0200 0.7665

During islanded operation, the overcurrent relays’ settings are adjusted to keep

operation times to a minimum, while maintaining the coordination time between the

relays. To illustrate, Figure 4.15 shows the TDS curves during normal fault clearance

operation and when the faulted section identification is used.

4.3.1.10 SLG Fault at Line 11-12 with TG Disconnected (Islanded Mode)

After that, the fault location is changed during islanding operation to demon-

strate the effect of varying the fault location when the TG is disconnected. Table 4.17

shows the relays’ TDS values, tap settings, and operation times for a SLG fault on line

11-12 when TG is disconnected. The table shows only the settings of the primary and
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(b) Upstream looking relays’ TDS curves

Figure 4.15: Upstream and downstream TDS curves for a SLG fault on line 8-9 with
TG disconnected (islanded mode).

the two backup relays in both directions. The omitted relays are either not operating or

blocked.

Table 4.17: Centralized: SLG fault at line 11-12 with TG disconnected (islanded mode).

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

5 1.6 1.6668 1.2589 0.9995 0.7549
6 2.0 1.2770 0.9423 0.5629 0.4154
7 3.8 0.8245 0.6422 0.1217 0.0948

16 3.8 2.0522 1.5101 0.1523 0.1121
17 3.4 2.4562 1.8148 0.6488 0.4794
18 2.6 2.8446 2.1212 1.2100 0.9023
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When the fault location is changed, the tap settings remain unchanged when

compared to Section 4.3.1.9 because the power system’s configuration is the same for

the two cases. However, the TDS values are changed depending on the location of the

fault to reduce the operation time of the closest relays. Figure 4.16 demonstrates the

change in the TDS values when the faulted section identification algorithm is used.
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(b) Upstream looking relays’ TDS curves

Figure 4.16: Upstream and downstream TDS curves for a SLG fault on line 11-12 with
TG disconnected (islanded mode).

4.3.2 Decentralized Adaptive Protection System (DAPS)

The previous simulation cases are repeated for the DAPS. However, the opera-

tion of the decentralized technique differs from the CAPS during fault occurrence. In

the DAPS, during a configuration change, each relay receives the connection statuses of
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the DGs. Then, the tap settings are changed and the TDS values are computed using the

linear optimization algorithm at each relay. When a fault occurs, the relay settings are

changed according to the fault location using a faulted section identification algorithm

to speed up fault clearance.

4.3.2.1 CHP Plant is Disconnected from the Power Distribution System

In the first simulation case, the system was operating under normal conditions

where all the generators are connected to the power distribution system. Then, the CHP

plant, shown in Figure 4.1, is disconnected, and it sends a connection status signal to

all the overcurrent relays in the system. The transmitted connection status signal is

formatted using DNP3. Then, each relay determines the new power distribution system

configuration. As a consequence, the new tap settings and TDS values are computed in

each relay using the linear optimization technique explained in Appendix B. That is, the

TDS value in each relay is adjusted to maintain fast fault clearance for the new system

configuration. Finally, the new relay settings replace the previous protection settings.

Table 4.18 shows the TDS values and tap settings before and after the power system

configuration change.

Table 4.18: Decentralized: CHP is disconnected.

Before configuration change After configuration change
Relay Tap setting TDS Tap setting TDS

1 4.9 0.2494 0.1 0.3469
2 0.5 3.8172 0.5 3.8143
3 2.4 3.0920 2.4 3.0897
4 2.0 2.6085 2.0 2.6068
5 1.9 2.1294 1.9 2.1280
6 2.1 1.5741 2.1 1.5731
7 4.0 1.0191 4.0 1.0184
8 2.7 0.6228 2.7 0.6224
9 1.8 0.1307 1.8 0.1307
10 4.9 0.1471 10.0 9.7920
11 3.2 0.1146 3.2 0.1146
12 2.9 0.4713 2.9 0.4709
13 2.6 0.9086 2.6 0.9078
14 2.2 1.4129 2.2 1.4118
15 3.2 1.8697 3.2 1.8682
16 4.0 2.2438 4.0 2.2420
17 3.6 2.7216 3.6 2.7194
18 2.7 3.2696 2.7 3.2699
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4.3.2.2 SLG Fault at Line 8-9 with CHP Disconnected

After that, a SLG fault is applied on line 8-9 when the CHP is disconnected.

Table 4.19 shows the obtained results, and it shows the operation of the DAPS with and

without the faulted section identification algorithm.

Table 4.19: Decentralized: SLG fault at line 8-9 with CHP disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 0.1 0.3469 No operation 10.9677 No operation
2 0.5 3.8143 2.2013 1.6161 0.9327
3 2.4 3.0897 1.7476 0.8235 0.4658
4 2.0 2.6068 1.3922 0.1771 0.0946
5 1.9 2.1280 Blocked 5.5500 Blocked
6 2.1 1.5731 Blocked 5.5500 Blocked
7 4.0 1.0184 Blocked 5.5500 Blocked
8 2.7 0.6224 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 10 9.7920 No operation 5.5500 No operation
11 3.2 0.1146 Blocked 5.0289 Blocked
12 2.9 0.4709 Blocked 5.0289 Blocked
13 2.6 0.9078 0.7414 0.1000 0.0817
14 2.2 1.4118 1.0673 0.5102 0.3857
15 3.2 1.8682 1.4026 0.9222 0.6923
16 4.0 2.2420 1.7721 8.0059 No operation
17 3.6 2.7194 2.1634 5.0289 No operation
18 2.7 3.2699 2.6155 5.0289 No operation

During the fault, each downstream looking overcurrent relay detects and trans-

mits the fault direction signal to the previous downstream looking relay. Similarly, each

upstream looking overcurrent relay detects and transmits the fault direction signal to

the previous upstream looking relay. Once the faulted section is identified, the closest

relays determine and transmit the TDS values and tap settings to the backup relays in

both directions. Hence, the protection system’s response time to the fault is reduced.

When the configuration is changed, the TDS values and tap settings are adjusted

to account for the change in the fault current. This helps maintain fast clearance time

even when the fault current is reduced due to CHP disconnection from the power dis-

tribution system. Compared to Section 4.3.1.2, in the DAPS R4 and R13 achieve faster

fault clearance by having operation times of 0.0946 s and 0.0817 s, respectively. In the

CAPS, R4 and R13 clear the fault after 0.0947 s and 0.1019 s, respectively. Also, the
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DAPS achieves a much faster operation during the faulted section identification algo-

rithm, due to a shorter communication time delay of 0.0227 s, compared to the CAPS.

4.3.2.3 SLG Fault at Line 8-9 with All Generators Connected

In this simulation case, the performance of the DAPS is studied during normal

power system operation. Therefore, a SLG to ground fault is simulated on line 8-9 when

all the generators are connected, and the TDS values, tap settings, and operation times

are calculated.

Table 4.20: Decentralized: SLG fault at line 8-9 with all generators connected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 4.9 0.2494 Blocked 0.2494 Blocked
2 0.5 3.8172 1.9111 1.6174 0.9328
3 2.4 3.0920 1.5816 0.8241 0.4658
4 2.0 2.6085 1.2811 0.1772 0.0946
5 1.9 2.1294 Blocked 5.5500 Blocked
6 2.1 1.5741 Blocked 5.5500 Blocked
7 4.0 1.0191 Blocked 5.5500 Blocked
8 2.7 0.6228 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 4.9 0.1471 No operation 5.500 No operation
11 3.2 0.1146 Blocked 4.5608 Blocked
12 2.9 0.4713 Blocked 4.5608 Blocked
13 2.6 0.9086 0.6908 0.1000 0.0816
14 2.2 1.4129 0.9938 0.5106 0.3856
15 3.2 1.8697 1.3003 0.9229 0.6923
16 4.0 2.2438 1.6308 7.5101 No operation
17 3.6 2.7216 1.9642 4.5608 No operation
18 2.7 3.2696 2.2998 4.5608 No operation

Table 4.20 shows the operation of the DAPS during the fault. In the table, over-

current relays R2, R3, and R4 are coordinated for the downstream direction, and R13,

R14, and R15 are coordinated for the upstream direction. Furthremore, Figure 4.17

shows the change in the TDS values using the faulted section identification algorithm.

The fault is cleared by relays R4 and R13 after an operation time delay of 0.0946 s and a

communication time delay of 0.0227 s. The operation of the decentralized technique is

faster than the centralized technique during the faulted section identification. To illus-

trate, Figure 4.18 shows the fault current cleared after 0.1173 s from fault occurrence.
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Figure 4.17: Upstream and downstream TDS curves for a SLG fault on line 8-9 with all
generators connected.
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Figure 4.18: Fault current for a SLG fault on line 8-9 when all generators are connected.
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4.3.2.4 LL Fault at Line 8-9 with All Generators Connected

After that, the fault type is changed during normal operation, and a LL fault is

applied on line 8-9. The behavior of the DAPS is displayed in Table 4.21.

Table 4.21: Decentralized: LL fault at line 8-9 with all generators connected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 4.9 0.2494 Blocked 0.2494 Blocked
2 0.5 3.8172 2.2514 1.6174 0.9540
3 2.4 3.0920 1.7863 0.8241 0.4761
4 2.0 2.6085 1.4207 0.1771 0.0965
5 1.9 2.1294 Blocked 5.5500 Blocked
6 2.1 1.5741 Blocked 5.5500 Blocked
7 4.0 1.0191 Blocked 5.5500 Blocked
8 2.7 0.62278 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked
10 4.9 0.1471 No operation 5.5500 No operation
11 3.2 0.1146 Blocked 4.5608 Blocked
12 2.9 0.4713 Blocked 4.5608 Blocked
13 2.6 0.9086 0.8298 0.1000 0.0913
14 2.2 1.4129 1.1837 0.5106 0.4278
15 3.2 1.8697 1.5605 0.9229 0.7703
16 4.0 2.2438 1.9901 7.5101 No operation
17 3.6 2.7216 2.4277 4.5608 No operation
18 2.7 3.2696 2.9271 4.5608 No operation

It is noted that the DAPS’s settings are not affected by the fault type. Thus, the

existing fault type is not taken into account when performing linear optimization. The

linear optimization technique is performed for maximum fault currents only, which are

determined during power system fault analysis. Therefore, the operation times of the

relays are slightly slower for the downstream and upstream looking relays compared to

Section 4.3.2.3.

4.3.2.5 SLG Fault at Line 11-12 with All Generators Connected

The fault location is changed, and a SLG fault is simulated on line 11-12. The

simulation shows the effect of changing the fault location on the DAPS during normal

power system operation. Moreover, Table 4.22 shows the tap settings, TDS values, and

operation times.
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Table 4.22: Decentralized: SLG fault at line 11-12 with all generators connected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

1 4.9 0.2494 Blocked 0.2494 Blocked
2 0.5 3.8172 2.8723 5.5500 No operation
3 2.4 3.0920 2.2635 5.5500 No operation
4 2.0 2.6085 1.7645 7.7104 No operation
5 1.9 2.1294 1.3604 1.4676 0.9376
6 2.1 1.5741 0.9955 0.7510 0.4750
7 4.0 1.0191 0.6739 0.1611 0.1065
8 2.7 0.6228 Blocked 5.5500 Blocked
9 1.8 0.1307 Blocked 5.5500 Blocked

10 4.9 0.1471 No operation 5.5500 No operation
11 3.2 0.1146 Blocked 5.3470 Blocked
12 2.9 0.4713 Blocked 5.3470 Blocked
13 2.6 0.9086 Blocked 5.3470 Blocked
14 2.2 1.4129 Blocked 5.3470 Blocked
15 3.2 1.8697 Blocked 5.3470 Blocked
16 4.0 2.2438 1.6276 0.1000 0.0725
17 3.6 2.7216 1.9860 0.5180 0.3780
18 2.7 3.2696 2.3995 0.9333 0.6850

In the table, changing the fault location causes the DAPS to change the TDS

values. Also, the three closest relays for each direction (R7, R6, and R5 for the down-

stream direction and R16, R17, and R18 for the upstream direction) are coordinated

to perform fast fault clearance. Figure 4.19 shows the TDS curves during normal pro-

tection system fault clearance and when the faulted section identification algorithm is

used.

4.3.2.6 DLG Fault at Line 8-9 with WTG1 Disconnected

In this case, the DAPS’s behavior is illustrated when one WTG is disconnected.

Hence, a DLG fault is applied on line 8-9 when WTG1 is disconnected from the power

distribution system.
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Figure 4.19: Upstream and downstream TDS curves for a SLG fault on line 11-12 with
all generators connected.

Table 4.23: Decentralized: DLG fault at line 8-9 with WTG1 disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

2 0.6 3.2202 1.9131 1.5786 0.9378
3 2.9 2.7169 1.5824 0.8044 0.4685
4 2.9 2.3108 1.2820 0.1746 0.0968

13 3.4 0.7520 0.7425 0.10000 0.0987
14 3.1 1.1538 1.0571 0.4552 0.4170
15 2.2 1.7980 1.3591 0.9630 0.7279

Compared to Section 4.3.2.2, the results in Table 4.23 show that the TDS values

are slightly modified to account for the new power system configuration. Also, the

new TDS values maintain the coordination time between the relays intact. The table
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shows only the settings of the primary and the two backup relays in both directions.

The omitted relays are either not operating or blocked.

4.3.2.7 DLG Fault at Line 11-12 with CHP Disconnected

The operation of the DAPS is investigated when the fault location is changed

and a DG is disconnected. Therefore, a DLG fault is applied on line 11-12, and the

CHP is disconnected.

Table 4.24: Decentralized: DLG fault at line 11-12 with CHP disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

5 1.9 2.1280 1.3602 1.4666 0.9375
6 2.1 1.5730 0.9953 0.7504 0.4749
7 4.0 1.0184 0.6738 0.1610 0.1065

16 4.0 2.2420 1.6992 0.1000 0.0758
17 3.6 2.7194 2.0067 0.5177 0.3934
18 2.7 3.2699 2.4855 0.9326 0.7096

In Table 4.24, the TDS values are adjusted for the current power distribution sys-

tem configuration. The table shows only the settings of the primary and the two backup

relays in both directions. The omitted relays are either not operating or blocked. Com-

pared to Section 4.3.2.2, the faulted section detection algorithm ensures that overcurrent

relays R7 and R16 are the fastest relays to operate.

4.3.2.8 SLG Fault at Line 8-9 with All WTGs Disconnected

The performance of the DAPS is investigated when all the WTGs are discon-

nected. For this reason, a SLG fault is simulated on line 8-9, and Table 4.25 shows the

tap settings, TDS values, and operation times. The table shows only the settings of the

primary and the two backup relays in both directions. The omitted relays are either not

operating or blocked.
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Table 4.25: Decentralized: SLG fault at line 8-9 with all WTGs disconnected.

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

2 0.8 2.1898 1.3670 1.5164 0.9466
3 3.8 1.7546 1.0692 0.7762 0.4730
4 3.8 1.4553 0.8573 0.1707 0.1005

13 1.9 0.1825 No operation 5.5885 No operation
14 1.9 0.2325 No operation 5.5885 No operation
15 0.9 0.2652 No operation 5.5885 No operation

During radial operation between buses 5 and 14 both the decentralized and cen-

tralized techniques perform exactly the same. Also, in both cases fault clearance by

relay R4 is performed after 0.1005 s. However, the operation of the DAPS is faster

when taking communication time delay into account.

4.3.2.9 SLG Fault at Line 8-9 with TG Disconnected (Islanded Mode)

The decentralized adaptive protection system is tested during islanding mode.

Therefore, the TG is disconnected from the power distribution system and the DGs

remain connected. Then, a SLG fault is applied on line 8-9, and the results are shown in

Table 4.26. The table shows only the settings of the primary and the two backup relays

in both directions. The omitted relays are either not operating or blocked.

Table 4.26: Decentralized: SLG Fault at Line 8-9 with TG Disconnected (Islanded
Mode).

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

2 0.5 2.4360 2.0656 1.0551 0.8947
3 2.3 2.1699 1.7610 0.5854 0.4751
4 2.0 1.9520 1.4608 0.1509 0.1129

13 2.6 0.8348 0.6941 0.1000 0.0831
14 2.2 1.2974 0.9969 0.5036 0.3869
15 3.0 1.7322 1.3017 0.9212 0.6923

During islanding operation, the DAPS is able to adapt the relays’ settings for

the new power system configuration. The fault clearance time is reduced using faulted

section identification algorithm. To illustrate, Figure 4.20 shows the change in the TDS

values when the faulted section identification algorithm is used.
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Figure 4.20: Upstream and downstream TDS curves for a SLG fault on line 8-9 with
TG disconnected (islanded mode).

4.3.2.10 SLG Fault at Line 11-12 with TG Disconnected (Islanded Mode)

After that, the DAPS’s operation is demonstrated during islanding mode for a

different fault location. Hence, a SLG fault is applied on line 11-12 when the TG is dis-

connected. Furthermore, Table 4.27 shows the tap settings, TDS values, and operation

times. The table shows only the settings of the primary and the two backup relays in

both directions. The omitted relays are either not operating or blocked.
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Table 4.27: Decentralized: SLG fault at line 11-12 with TG disconnected (islanded
mode).

Faulted section is not identified Faulted section is identified
Relay Tap setting TDS Operation time (s) TDS Operation time (s)

5 1.6 1.6668 1.2589 1.2081 0.9124
6 2.0 1.2770 0.9423 0.6506 0.4801
7 3.8 0.8245 0.6422 0.1496 0.1165

16 3.8 2.0522 1.5101 0.1000 0.0736
17 3.4 2.4562 1.8148 0.5123 0.3785
18 2.6 2.8446 2.1212 0.9184 0.6849

It is noticed that when the fault location is varied the TDS values are changed

during the faulted section identification. As a result, overcurrent relays R7 and R16

become the fastest acting relays. Therefore, faulted section identification is possible

during islanding operation, which is demonstrated in Figure 4.21.

4.4 Backup Technique

During a communication failure, the adaptive protection scheme is degraded and

the power distribution system’s configuration can only be detected using an islanding

detection technique utilizing local measurements [22]. For that reason, there are only

two configurations that the system will work with. The first is when the TG is con-

nected and the second is when the TG is disconnected (islanding mode). Therefore, the

communication failure backup adaptive protection system does not detect DGs’ discon-

nection.

In this section, the backup protection system will be tested based on local mea-

surements only to detect the connection of the TG. If the TG is connected, the TDS

values and tap settings are fixed for the configuration when the power system is oper-

ating normally. During this operation mode of the protection system, a SLG to ground

fault is applied on line 10-11 and the power distribution system’s configuration is varied

by disconnecting some of the DGs. Tables 4.28 and 4.29 shows the effect of varying

the power system’s configuration on the operation times of the overcurrent relays.
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Figure 4.21: Upstream and downstream TDS curves for a SLG fault at line 11-12 with
TG disconnected (islanded mode).

Table 4.28: Backup: varying DG connection during normal operation.

Relay Operation time (s)
TG = 1, CHP = 1, WTG1 = 1, WTG2 = 1, WTG3 = 1

4 1.4393
5 1.1274
6 0.8272

15 1.2668
16 1.5865
17 1.9104

TG = 1, CHP = 0, WTG1 = 1, WTG2 = 1, WTG3 = 1
4 1.4404
5 1.1282
6 0.8278

15 1.2678
16 1.5879
17 1.9122
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Table 4.29: Backup: varying DG connection during normal operation.

Relay Operation time (s)
TG = 1, CHP = 1, WTG1 = 0, WTG2 = 0, WTG3 = 1

4 1.4392
5 1.1273
6 0.8271

15 1.5335
16 1.9483
17 2.0875

TG = 1, CHP = 0, WTG1 = 0, WTG2 = 0, WTG3 = 1
4 1.4402
5 1.1281
6 0.8277

15 1.5352
16 1.9506
17 2.0897

Furthermore, the second part of the test involves the TG being disconnected,

and the islanding detection technique in the relays detects an islanding operation. Then,

the settings of the relays are changed for islanding operation mode. During this mode,

the power system’s configuration is varied to observe its effect on the operation time of

the relays. Tables 4.30 and 4.31 show the operation times of the relays for a SLG to

ground fault on line 10-11.

Table 4.30: Backup: varying DG connection during islanded operation.

Relay Operation time (s)
TG = 0, CHP = 1, WTG1 = 1, WTG2 = 1, WTG3 = 1

4 1.5016
5 1.1982
6 0.8981

15 1.2730
16 1.5913
17 1.9127

TG = 0, CHP = 1, WTG1 = 0, WTG2 = 1, WTG3 = 1
4 1.8458
5 1.4194
6 1.0276

15 1.3596
16 1.7171
17 1.8653
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Table 4.31: Backup: varying DG connection during islanded operation.

Relay Operation time (s)
TG = 0, CHP = 1, WTG1 = 0, WTG2 = 0, WTG3 = 1

4 1.8450
5 1.4188
6 1.0272

15 1.5553
16 1.9863
17 2.1197

TG = 0, CHP = 1, WTG1 = 0, WTG2 = 0, WTG3 = 0
4 1.8442
5 1.4183
6 1.0268

15 No operation
16 No operation
17 No operation

In both operation modes, no mis-coordination occurs when the power system’s

configuration is varied. However, some of the overcurrent relays violate the specified

coordination time. Also, the operation time of the relays becomes longer when more

DGs are disconnected. Using the backup adaptive protection system is an effective tool

when communication is interrupted. Nevertheless, this approach lacks the accuracy of

the centralized and decentralized adaptive protection systems. Therefore, communica-

tion between the CRU, DGs, and relays should be enabled to ensure the power system’s

protection.

88



Chapter 5

Conclusions and Future Work

Several schemes exist to protect power distribution systems. However, con-

ventional methods are becoming outdated as more DGs are incorporated into the power

system. That is, DGs connected to a power distribution system can have a significant ef-

fect on the fault current. Therefore, protection systems must account for changes in the

power distribution system’s configuration. Also, they should protect the power system

during intentional islanding because it increases the power system’s reliability. More-

over, adaptive protection systems account for the shortcomings of conventional protec-

tion systems. Adaptive protection systems are implemented using non-communication

based techniques, centralized communication-based techniques, and multi-agent sys-

tems.

This thesis proposed centralized and decentralized adaptive protection systems.

Also, a faulted section identification algorithm was developed to speed up fault clear-

ance. Furthermore, intranet was proposed as the primary communication network, and

the Internet as a backup. In both communication networks, fiber optic cables are used

as the physical communication medium. In addition, DNP3 was suggested as the com-

munication protocol between DGs, relays, and the CRU. In both schemes, linear opti-

mization was implemented to calculate the optimal TDS values during the protection

system’s operation. Also, a backup adaptive protection system was proposed in case of

communication failure.

The communication time delays for the adaptive protection systems were cal-

culated. Then, the operation of the centralized and decentralized adaptive protection

systems was verified through several simulation cases. Both protection systems were

able to cope with different power distribution system’s configurations, fault types, and

fault locations. Furthermore, the effectiveness of the faulted section detection algorithm

was demonstrated in the adaptive protection systems. That is, fault section identification

can reduce the operation times of the overcurrent relays significantly with the commu-

nication time delay taken into account. Also, it was determined that the decentralized

adaptive protection system gives a shorter communication time delay than the central-
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ized one. Although the centralized adaptive protection system has a simple structure,

it has a one point of failure. On the other hand, the decentralized adaptive protection

system is complex but it is reliable and faster. Finally, the backup adaptive protection

system that can be used during communication failure was tested. However, the coordi-

nation time delay during communication failure is uncontrolled and therefore in some

cases the 0.3 s coordination time was not satisfied.

There are two areas that could be researched to improve the operation of the

adaptive protection system. The new IEC 61850 communication protocol could be used

for communication between the protective devices in the adaptive protection system

because it has more features compared to other protocols. Also, nonlinear programming

or mixed integer nonlinear programming can be used for better optimization.
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Appendix A

System Model in PSCAD

Figure A.1: PSCAD system model buses 5-8.

Figure A.2: PSCAD system model buses 9-11.
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Figure A.3: PSCAD system model buses 12-14.

Figure A.4: PSCAD WTG model

Figure A.5: PSCAD CHP model
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Appendix B

Linear Optimization

In the proposed adaptive protection system, a simple linear optimization tech-

nique is used to coordinate the directional overcurrent relays. An objective function,

constraints, and boundaries are formulated to coordinate the overcurrent relays in the

protection system. The objective function, given by

objective = min
∑

W ′
iTik, (B.1)

is the sum of all relay operation times [20]. The weights, W ′
i , are usually set to 1. Tik

is the operation time of the ith relay Ri for a fault in zone k. The operation time of the

relay Tik is given by

Tik = TDSi

(
A

( Iik
Ipi

)p − 1
+B

)
, (B.2)

where Iik is the fault current passing through the relay, and A, B, and p vary according

to the relay type used as shown in Table B.1 [43].

Table B.1: Model A type CO induction relay.

Moderately Inverse Very Inverse Extremely inverse

A 0.047 18.92 28.08

B 0.183 0.492 0.130

p 0.02 2.00 2.00

When formulating the objective function, not knowing the values of the pickup

current, Ipi, introduces nonlinearity to Equation B.2. Therefore, in LP the pickup cur-

rent values are assumed, and Equation B.2 is simplified into

Tik = ai × TDSi, (B.3)

where ai is a constant value that varies from one relay to another depending on the

pickup current value selected [20, 44].
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In linear optimization, constraints relate the operation times of the primary and

backup relays. They ensure relays are properly coordinated by maintaining a minimum

coordination time. The coordination time prevents a backup relay from taking an action

before the operation of the primary relay. The coordination time constraint equation is

given by

Tnk − Tik ≥ ∆T, (B.4)

where Tnk is the operation time of the first backup relay for relay Ri in zone k, and ∆T

is the coordination time between the primary and backup relays.

Finally, boundaries are set to limit the TDS values and pickup currents. Bound-

ary constraints are given by

TDSimin ≤ TDSi ≤ TDSimax, (B.5)

and

Ipimin ≤ Ipi ≤ Ipimax. (B.6)

The pickup current’s lower limit is set equal to the maximum load current after being

multiplied by 1.3. The upper limit is set equal to the minimum fault current at the far

end of the faulted bus [45].
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Appendix C

Negative Sequence Impedance Directional Element

The power distribution system becomes non-radial when DGs are connected.

During a fault, current contribution will be from all the connected sources. Overcur-

rent relays should detect the direction of the fault current. Several schemes exist to

detect fault direction such as voltage polarization, Artificial Neural Networks (ANN),

and negative sequence impedance. Voltage polarization becomes unreliable when the

fault is too close to the relay because the relay is almost grounded [46]. On the other

hand, ANN can be provide several advantages when used for fault detection such as

robustness, speed, and generalization capability [47]. But ANNs are black boxes and

there is no information on how the solution is obtained. Also, there is no theory to

specify the optimum structure of the ANN, which is determined through trial-and-error

and experience [48].

In the proposed adaptive protection system, the direction of the fault is deter-

mined using a negative sequence impedance directional element. Negative sequence is

one of the three symmetrical components used in fault analysis. It simplifies the pro-

cess of calculating voltages and currents during a fault condition. Negative sequence

component is a measure of the amount of unbalance in a power system [40]. Negative

sequence impedance (Z2) is determined by calculating the negative component of the

voltage (V2) and the current (I2) during a fault, and it is given by

Z2 =
V2
I2
. (C.1)

Moreover, the negative components of the voltage and current are determined by first

using FFT to obtain the fundamental frequency component of the measured current and

voltage at the relay location. Then, the transformation matrix, given by
1 1 1

1 a a2

1 a2 a

 , (C.2)
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is used to obtain V2 and I2.

During a forward fault the negative sequence current leads the negative sequence

voltage, which causes the negative sequence impedance to be negative. For a reverse

fault, the opposite occurs where the negative sequence current is 180o out-of-phase

compared to the negative sequence current for a forward fault, this causes the negative

sequence impedance to be positive [40].
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