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Abstract 

 

 

Orthogonal Frequency Division Multiplexing (OFDM) is being used in many recent 

communication systems to cope with the demand for high data rate applications. It 

provides a significant improvement in the bandwidth efficiency with simple 

equalization at the receiver. ODFM systems provide high immunity against multipath 

fading and inter symbol interference (ISI) since the high data rate stream is divided 

among narrow overlapping but orthogonal subcarriers. However, OFDM requires 

accurate timing and frequency synchronization to preserve the orthogonality between 

subcarriers and maintain acceptable performance. Achieving accurate synchronization 

is a challenging task in multicarrier systems such as OFDM. It is noticed that 

frequency synchronization is more critical in OFDM than timing synchronization 

since a small frequency offset can destroy the orthogonality among the subcarriers 

causing inter-carrier interference (ICI), which results in serious performance 

degradation. In this thesis, the effect of frequency offset on OFDM system 

performance is investigated and a new synchronization scheme based on the Double 

Dwell System (DDS) is proposed. In DDS, the frequency offset estimation is carried 

over two stages: a coarse estimate is obtained over the first stage followed by a fine 

estimate in the second stage. The system performance is evaluated in terms of the 

mean square error (MSE) and symbol error rate (SER) and is compared to the 

conventional Single Dwell System (SDS). Simulation results show a significant 

performance improvement in the proposed method over SDS. Other results are 

presented in this thesis such as interference impact, pilot symbol design, optimization 

of search window and step size, and mitigation of fading effects.  

Search Terms- OFDM, Synchronization, Double Dwell System, Carrier Frequency 

Offset, Inter Carrier Interference, Mean Square Error, and Symbol Error Rate. 
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Chapter 1: Introduction 
 

1.1. Orthogonal Frequency Division Multiplexing  

  
Orthogonal Frequency Division Multiplexing (OFDM) has received significant 

interest in the last few years due to its major advantages over other transmission 

techniques. In OFDM, the total available bandwidth is divided into a number of 

overlapping but orthogonal subcarriers. Each subcarrier carries a smaller amount of 

data, which provides immunity to multipath fading and inter symbol interference (ISI) 

in which a frequency selective fading channel will appear as a flat fading channel. 

This is considered as the main advantage of OFDM systems since it results in simple 

equalization in the receiver while having higher data rate transmission and spectrum 

efficiency. 

The concept of OFDM dates back to 1960s when the first OFDM system was 

proposed by Chang in 1966  [1]. However, due to implementation complexity, the 

applications of the OFDM systems were mainly limited to military communications. 

In 1971, Weinstein and Ebert proposed an OFDM system based on Fast Fourier 

Transform (FFT) and Inverse Fast Fourier Transform (IFFT) operations, which 

significantly reduced the implementation complexity of the system. Since then and 

due to the increasing demand for better bandwidth efficiency and higher data 

throughput, OFDM systems started to receive more attenuation and more practical 

research has been carried out to improve the system capabilities. OFDM became 

popular for practical applications in the beginning of the 1990s when the need for 

higher data rate mobile radio systems was of prime interest.  

Because of subcarriers orthogonality, OFDM provides a significant 

improvement in bandwidth efficiency over classical parallel data transmission. The 

subcarriers in OFDM systems are overlapping resulting in almost a 50% saving in 

bandwidth when compared to classical FDM systems. OFDM is implemented using 

FFT/IFFT, which significantly simplifies the computation requirements of the process 

from    for conventional parallel data transmission using a Discrete Fourier 

Transform (DFT) to          where   is the number of subcarriers used [2]. The 

time domain OFDM symbol has a special structure that includes a cyclic prefix (CP), 

which helps in mitigating the effect of delay spread caused by multipath fading 

channels. A CP of length    samples is added for each OFDM symbol by copying the 
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last    samples to the beginning of the symbol. Another feature that is easily 

exploited in OFDM is the use of adaptive modulation and coding according to the 

estimated channel conditions. Each subcarrier can be modulated and encoded 

independently to avoid transmission on subcarriers under deep fading conditions or 

high interference levels; resulting in significant improvement in the bit error 

probability, especially for fast frequency selective fading channels [3]. 

OFDM has emerged as an attractive technique in many recent high speed 

communication systems such as [4]: 

 Fourth Generation Long Term Evolution (4G LTE) 

 Digital Subscriber Line (DSL) and Asymmetric DSL (ADSL) modems 

 Digital Audio Broadcasting (DAB) radio and  Digital Video Broadcasting 

(DVB) 

 Power line communications 

 High Definition television (HDTV) broadcasting 

 Wireless Networking standard (WLAN-IEEE 802.11a) 

 WiMax standard (IEEE802.16) 

 

1.2. Issues with OFDM Systems 

  

Although OFDM is a very attractive system for mobile radio applications, it has some 

challenges to overcome in order to achieve optimum performance. The most 

challenging issue is that OFDM is very sensitive to time and frequency 

synchronization errors. Any frequency shift between the transmitter and the receiver 

results in a loss of subcarrier orthogonality leading to inter-carrier interference (ICI) 

and causing significant performance degradation. It has been noted that the frequency 

offset should not exceed 1% of the subcarrier spacing to maintain negligible Signal-

to-Noise Ratio (SNR) degradation of about 0.1 dB [2].  

Another issue with OFDM is that the addition of a cyclic prefix causes extra 

loss in the transmission efficiency since no user data is transmitted in this interval. 

This will reduce the actual bit rate for data transmission and hence, reduce the spectral 

efficiency. Normally, the CP is limited to a maximum of 25% of the OFDM symbol 

duration in order to minimize the loss in SNR. 
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Another disadvantage of the OFDM system is its large dynamic range. An 

OFDM signal consists of many randomly modulated signals that may be added up in 

phase producing a signal with large peaks, and at other times add destructive ly 

producing small peaks resulting in a large Peak-to-Average Power Ratio (PAPR). 

PAPR reduces the power amplifier efficiency by pushing it into saturation and 

increases the complexity of the analog-to-digital/digital-to-analog converter. 

 Phase noise is another problem associated with OFDM transmission [5]. Phase 

noise is a direct consequence of frequency deviation between the transmitter and the 

receiver oscillators. Any practical oscillators cannot generate carriers at exactly the 

same frequency and hence, introduces ICI. A rule of thumb for negligible SNR 

degradation (less than 0.1 dB) was reported in [2] where the -3 dB phase noise 

bandwidth had to be around 0.1% to 0.01 % of the subcarrier spacing.  

 

1.3. Thesis Contribution 

 

The main objectives of this thesis can be summarized as follows: 

 Investigate the effect of frequency synchronization on OFDM system 

performance 

 Design a synchronization algorithm to estimate and correct frequency offset 

errors  

 Optimize different design parameters to enhance the system performance 

 Examine the effect of the number of pilot subcarriers and the choice of the 

best pilot sequence that reduces the mean square error 

The proposed frequency synchronization scheme is based on Double Dwell 

Synchronization in which a two-stage search is performed to provide an initial coarse 

estimate of the carrier offset followed by a much finer estimate to improve the 

accuracy. The proposed system is evaluated via MATLAB simulations. Simulation 

results shows that DDS is able to track and correct a small fractional offsets for a wide 

range with high accuracy and minimized complexity for both AWGN and flat fading 

channel conditions.  
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1.4. Thesis Organization 

 

The rest of the thesis is organized as follows: Chapter 2 includes background about 

OFDM systems and related synchronization issues and presents some of the existing 

frequency synchronization schemes available in the literature. Chapter 3 presents the 

proposed frequency synchronization scheme and the mathematical model of the 

OFDM system under consideration. In Chapter 4, the performance of the proposed 

scheme is evaluated via simulation for AWGN, and for fading channel in Chapter 5, 

respectively. Chapter 6 concludes the thesis and presents suggestions for future work.  
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Chapter 2: Background and Literature Review 

 

In this chapter, the basics of the OFDM system are described in Section 2.1. The 

channel model is presented in Section 2.2, while the choice of OFDM system design 

parameters like number of subcarriers, length of the cyclic prefix and modulation 

level per subcarrier is reviewed in Section 2.3. Section 2.4 illustrates the 

synchronization issues in OFDM systems and presents some of the existing frequency 

synchronization schemes in the literature. 

 

2.1. OFDM Basics 

 

The basic principle of OFDM is to divide a high data rate stream into a number of 

lower data rate streams sent in parallel over a number of orthogonal subcarriers. The 

reduction in the data rate results in longer symbol duration for each subcarrier, hence, 

converting a frequency selective channel into many parallel flat fading channels, 

which reduces the effect of ISI and enhances the BER. The separation between 

adjacent subcarriers should be equal to the reciprocal of the symbol duration to 

maintain orthogonality and avoid interferences. Figure 1 shows the overlapping 

spectrum in OFDM systems and Figure 2 demonstrates the improvement achieved in 

bandwidth efficiency in OFDM systems compared to conventional FDM schemes.   

 

 

  

Figure 2: Comparison of FDM and OFDM Schemes 

Figure 1:  Overlapping Spectrum of OFDM system 
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The addition of the guard time in OFDM system ensures elimination of ISI. 

This is implemented in OFDM by cyclically extending the symbol where the last part 

of each OFDM symbol is copied and added to the beginning of the symbol as shown 

in Figure 3. This arrangement ensures that orthogonality among subcarriers is 

maintained, thus preventing ICI. The length of the cyclic prefix should be longer than 

the expected maximum delay spread (      caused by the channel (i.e.     >    ).  

 

 

Figure 3:  OFDM symbol structure 

 

2.1.1. Orthogonality in OFDM Systems 

 

Orthogonality among subcarriers in an OFDM system is a very important feature that 

differentiates OFDM from ordinary FDM systems. It prevents the subcarriers from 

interfering with each other although they overlap in frequency [6]. Therefore, 

orthogonality should always be preserved for all subcarriers at all times. For this to be 

achieved: 

i. The subcarrier spacing    should equal to or multiple of the reciprocal of the 

symbol period    such that     
 

 
  

ii. Each subcarrier contains an integer number of cycles within the symbol 

period ( ) 

iii. There is a perfect frequency synchronization between the transmitter and the 

receiver  

Figure 4 shows an example of an OFDM signal frequency spectrum in which at 

the maximum of each subcarrier all other subcarriers cross zero hence, eliminating 

interference among adjacent subcarriers and preserving orthogonality. Figure 5 shows 

the inter carrier interference caused by a small frequency offset destroying the 
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orthogonality among adjacent subcarriers. The symbol boundaries and optimum 

timing instance to start detecting each symbol is of significant importance to ensure 

orthogonality.   

The effect of the FFT window location is also important to ensure orthogonality. 

The FFT window should contain an integer number of cycles. However, any shift will 

obliterate this property causing phase rotation in the symbol location that will also 

destroy orthogonality. 

 

                   

 

 

  

                         Figure 5:  Effect of frequency offset in OFDM system [7] 

 

       Figure 4:  OFDM spectrum and orthogonality principle  [7] 
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2.1.2. Single Carrier versus Multi Carrier Modulation Scheme 

 

Multicarrier transmission is used to overcome the effect of multipath propagation and 

ISI on the transmitted signal, which is a major concern in wideband single carrier 

transmission. In multicarrier systems, the same signal may be sent over the available 

number of subcarriers, which provides signal diversity or the signal is divided into a 

number subcarriers and each subcarrier carries different data, which enhances the 

spectral efficiency [8]. OFDM is a type of multicarrier systems. 

In single carrier transmission, the information is sent serially over the 

communication channel. If the data rate is high, ISI will appear between adjacent 

symbols due to multipath fading causing significant degradation in the system 

performance. A complex linear and nonlinear equalizer is needed at the receiver side 

to mitigate these effects [9]. On the other hand, in multicarrier transmission, data is 

sent in parallel over the several subcarriers and each subcarrier carries a sma ller 

amount of data such that the frequency response of the channel will be approximately 

flat over each subcarrier; this provides great immunity against ISI and multipath 

fading and, therefore, a simple equalizer can compensate for the channel effects. 

Raised cosine pulse shaping is usually required in FDM systems to reduce out of band 

emissions, but due to the optimal spacing between subcarriers in OFDM systems the 

need for such pulse shaping is relaxed [10]. 

 Additionally, in the single carrier case, more interference will happen as the 

data rate increases above the coherence bandwidth of the channel ( 
 

  
     where 

   is the symbol time,    is the coherence bandwidth of the channel but fo r 

multicarrier transmission and because of the addition of the factor   (number of used 

subcarrier), the symbol rate of each subcarrier could be made less than the coherence 

bandwidth of the channel  
 

    
      and hence reduces the chance for interference. 

 
2.1.3. OFDM System Block Diagram 

 

The general block diagram of an OFDM system is shown in Figure 6. The user data 

sequence, modeled as a randomly generated sequence, is modulated using one of the 

modulation schemes such as Quadrature Amplitude Modulation (QAM) or Phase 

Shift Keying (PSK). Adaptive modulation, where each subcarrier uses a different 
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modulation level, can be used in OFDM to improve system performance. Serial to 

parallel (S/P) conversion is needed to distribute the high speed data input across the 

subcarriers. IFFT is then performed to get the time domain signal. The signal is then 

converted back from parallel to serial stream and a cyclic prefix is added to the 

beginning of each OFDM symbol before it is up converted and transmitted over the 

channel. At the receiver, the opposite operations are performed with one extra block 

which is the synchronization circuit that is responsible for correcting any time or 

frequency offsets while all other blocks are performing similar functions to those at 

the transmitter side. 

 

  

    Figure 6:  OFDM general block diagram  

 

2.1.4. FFT and IFFT in OFDM Systems 

 

The main purpose of FFT/IFFT is to transfer a function from the time domain to the 

frequency domain or vice versa. The length of the FFT/IFFT defines the total number 

of subcarriers used in the system for data transmission, pilot transmission, or null 
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subcarriers used for guard band implementation. For example, in IEEE 802.11 

standard, the FFT/IFFT size is 64 (which indicates the total number of subcarriers in 

the system) out of which 48 subcarriers are utilized for data transmission, 4 are pilot 

subcarriers, while the remaining 12 subcarriers are not used (nulls) [11]. Different 

approaches for FFT/IFFT algorithms are available in the literature, but the Cooley and 

Tukey (CT), based on the butterfly algorithm, is the most popular algorithm that is 

commonly used in OFDM systems [12]. 

The FFT/IFFT is an efficient and fast way to compute the DFT/IDFT. In 

DFT/IDFT the signal is multiplied with a series of sinusoids of different frequencies. 

However, the efficient implantation of FFT/IFFT in OFDM systems in which 

duplicated terms are removed reduces the number of mathematical operations. The 

use of FFT in OFDM systems greatly reduces the computational requirements to 

        compared to    in the case of conventional DFT based systems. 

Considering a 32 subcarriers system, 1024 multiplications are needed using DFT, 

while only 160 (32×5) are needed for FFT. This difference increases as the number of 

subcarriers increases [11]. Figure 7 shows the simplification achieved in the system 

when FFT/IFFT is employed, demonstrating that the IFFT block eliminates the need 

for individual multipliers.  

 

Figure 7:  IFFT implantation in OFDM systems 
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2.2. Channel Modeling 

 

The received signal strength is usually affected by two factors, namely multipath 

propagation and fading. A received signal is the summation of all the electromagnetic 

waves that were reflected, diffracted, or scattered due to the obstacles in the 

propagation environment. Those added multipath components may enhance or 

degrade the signal strength as they are received with different amplitudes, phases, and 

delays, leading to what is known as the multipath fading as shown in Figure 8. Fading 

causes large degradation to the received signal strength and might result in 

intersymbol interference (ISI). 

 

       

Figure 8:  Multipath propagation [13] 

 

The reflected components may enhance or degrade the received signal strength 

depending on whether they add constructively or destructively. Furthermore, in the 

case of a moving receiver and/or transmitter, the signal is greatly affected by the  

Doppler shifts, which results in a shift in the frequency components of the signal. The 

maximum Doppler frequency is determined by the mobility of the transmitter and 

receiver and is given by: 
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where v is the speed of the terminals in (    ,    is the carrier frequency in        and 

  is the speed of light in      . 

Fading may be classified according to the channel delay spread and the 

symbol duration into flat fading or frequency selective fading. If the channel delay 

spread is greater than the symbol period, then the received signal experiences  

frequency selective fading channel conditions, while if the symbol period is less than 

the delay spread, the received signal undergoes flat fading (frequency non-selective 

fading) conditions. Another way is to consider the coherence bandwidth of the 

channel and the signal bandwidth. The received signal undergoes frequency flat 

fading if the signal bandwidth is less than the coherence bandwidth of the channel, 

whereas the received signal experiences a frequency selective fading channel 

condition when the signal bandwidth is greater than the coherence bandwidth of the 

channel.  

The two most popular channel models for the received signal amplitude are 

Rayleigh and Rician fading. They are differentiated based on the existence or absence 

of the line of sight (LOS) component. In the Rician fading channel, the signal consists 

of the summation of reflected components and a LOS component. Meanwhile, in a 

Rayleigh channel, the received signal is made up of only reflected components.              

Fading is commonly mitigated by means of diversity. Diversity involves the 

transmission of the same signal through different independent fading channels, which 

helps in reducing the probability of losing the signal due to deep fades and, hence, 

enhancing the Bit Error Rate (BER) performance. Diversity may be applied spatially, 

temporally, or in frequency, based on the status of the channel and the allowed 

bandwidth.          

 The main advantage of using OFDM systems is in improving the system 

performance under fading channel conditions. The way the data is distributed in 

OFDM systems ensures that the symbol duration is always much larger than the 

expected delay spread of the channel and thus converts a frequency selective fading 

channel into many parallel flat fading channels, which simplifies the receiver structure 

and the equalization needed [5]. In single carrier narrow band FDM systems, a single 

deep fade may cause entire failure of the communication link, whereas in multicarrier 

OFDM systems, such deep fades will only affect a small number of subcarriers as 

shown in Figure 9.                                                                                
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         Figure 9:  Fading effect in single and multicarrier systems [9] 

 
2.3. Design Requirements for OFDM Systems  
 

For proper design of an OFDM system, the following parameters need to be 

considered [14]: 

i. Transmission efficiency (Bit rate) 

ii. Available bandwidth 

iii. Power efficiency 

iv. Delay spread of the channel 

The choice among these parameters involves some trade off decisions, but the 

following provides general guidelines for designing an OFDM system: 

 Cyclic Prefix (CP): 

To avoid ISI, the length of the cyclic prefix (guard time) should be longer than the 

expected maximum delay spread of the channel. As a rule of thumb, the CP length 

should be two to four times the expected delay spread of the channel [15] [16]. 

 OFDM Symbol Duration: 

The symbol duration should be much longer than the guard time length. A practical 

design choice is to set the symbol duration five times (or more) longer than the guard 

time to avoid excessive signal-to-noise ratio (SNR) loss. 
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 Number of Subcarriers:  

The number of subcarriers determines the data rate and the complexity of the system.  

A higher number of subcarrier implies higher implementation complexity and higher 

sensitivity to frequency and phase offset [17]. To ensure orthogonality among 

subcarriers, the subcarrier spacing should be equal to the inverse of the symbol 

duration. The number of subcarriers is then determined by dividing the available 

bandwidth by the subcarrier spacing.  

 Modulation and Coding Techniques: 

Once the transmission data rate is known, a combination of modulation and coding 

schemes are selected to achieve the required bit error probability. Quadrature 

Amplitude Modulation (QAM) is the most widely used modulation technique in 

OFDM systems. 

 
2.4. Synchronization Issues in OFDM Systems  

 

Synchronization in wireless communications systems is extremely important and is of 

even more importance for multicarrier systems such as OFDM. This is because in 

those systems the bandwidth of each sub channel is only a small fraction of the total 

available bandwidth, and a small synchronization error (carrier offset error) will 

damage the orthogonality among the subcarriers and yield a large degradation in 

performance [18]. Therefore, a very precise carrier frequency offset (CFO) estimator 

is needed in OFDM systems in order for the receiver to successfully detect the 

transmitted data.  

Two main synchronization tasks need to be performed; namely time 

synchronization and frequency synchronization. In time synchronization, the symbol 

boundaries and the best sampling instant are determined to reduce ICI and ISI. On the 

other hand, frequency synchronization deals with estimation and correction of the 

carrier frequency offset where the receiver needs to track the frequency and the phase 

of the received signal with the locally generated signal at the receiver. However, 

because of multipath fading and interference, synchronization tasks and especially 

frequency synchronization become very challenging. The addition of the cyclic prefix 

in OFDM facilitates the timing synchronization [19] [20]  as it gives the system some 

margin to complete the synchronization. On the other hand, a small frequency offset 
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may produce a large degradation in system performance. The main purpose of this 

thesis is to propose a new frequency synchronization algorithm and optimize different 

design parameters to enhance the performance of the OFDM systems. 

 
2.4.1. Carrier Frequency Offset 

 

Carrier frequency offset can be due to the difference between the transmitte r and 

receiver frequencies caused by local oscillator drifts [21]. In any wireless 

communication system, the transmitted signal is modulated into a carrier frequency, 

as shown in Figure 10, to which the receiver is expected to tune such that it 

synchronizes with the received signal. However, the receiver frequency can never 

exactly match the frequency of the transmitter due to noise, instability, and frequency 

drifts causing frequency offset. Frequency offset can also be due to the relative 

motion between the communicating terminals, known as Doppler shift. The higher the 

Doppler frequency shift is, the more the frequency offset in the system, causing more 

ICI and more performance degradation. Carrier frequency offset must be much 

smaller than the subcarrier spacing, and because of the large number of modulated 

subcarriers, is extremely critical and needs extra attention. Frequency offset is usually 

modeled as a complex sinusoidal multiplied by the received signal [22]. 

 

 

Figure 10:  Baseband/pass band conversion of signal frequency 

 

Frequency offset is commonly divided into an integer part, which is a multiple 

of the subcarrier spacing, and a fractional part which is less than half of the subcarrier 

spacing. The integer part will only cause shifts in the indices of the subcarrier without 

affecting their orthogonality, while the fractional part will cause signal attenuation 

and ICI [17] [20] [23]. 
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A number of methods have been proposed in the literature to decrease the 

system sensitivity to frequency offset, such as windowing of the transmitted signal or 

self-cancellation schemes. However, these methods require extra overhead, which 

decreases the bandwidth efficiency [20] [23]. In this work, a conventional OFDM 

system is considered without the use of windowing or self-cancellation. 

 

Frequency offset estimation can be divided into two main categories ; namely 

pilot-aided or blind synchronization. In pilot-aided synchronization, a known training 

pattern is transmitted on a regular basis allowing the receiver to estimate the carrier 

frequency and correct the offset. This method provides high estimation accuracy with 

low computational requirements, but reduces the bandwidth efficiency. On the other 

hand, only the user data is transmitted in the blind synchronization schemes (also 

known as non-pilot aided estimation). These schemes require intensive computation 

to achieve an acceptable accuracy but might be a better candidate when data 

throughput is more critical [24]. The estimation range of blind synchronization is very 

narrow [25], which is the main drawback of non-pilot aided synchronization. Hence, 

the pilot-aided approach is the most used frequency offset estimation scheme in most 

of the industry standards and, hence, will be the main focus of this thesis. 

     In pilot-aided frequency offset estimation, the number of subcarriers used as 

pilots and the way they are distributed are factors that influence the estimator’s 

computational complexity and accuracy. The distribution of the training symbols can 

be classified into two main categories as shown in Figure 11 [26]. 

A. Block-type: For a certain period, all subcarriers are used as pilots.  

B. Comb-type: In each symbol, specific numbers of subcarriers are reserved for 

pilot transmission. A special case of the comb type is when the entire training 

pilots are inserted at the beginning of the symbol known as preamble. 

The training pilots can be a random sequence, or specially designed sequence like m-

sequence or Zadoff-Chu sequence. 
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A maximum length sequence (m-sequence) is a binary sequence generated 

using a linear feedback shift register (LFSR) and exclusive OR (XOR) gates. It is 

widely used in many communication systems such as spread spectrum applications, 

radar technology and for many other measurement purposes because of its good auto 

correlation properties with minimum out of phase values.  

The m-sequence can be generated by linearly combining the binary e lements 

of the shift register to generate a longer sequence [27]. The generated sequence will 

have a length of     , where N is the number of stages in the shift register. The 

initial state of the shift register can be randomly initialized but cannot be all zeros. 

The generated sequence is also called a pseudo noise (PN) sequence because it 

resembles a random noise yet can be arithmetically reproduced. For example, Figure 

12 shows a 3 stages shift register used to generate an m-sequence of length 7 (      

[28]. A variation of m-codes can be used to generate other codes with different cross 

and auto correlation properties like Gold sequences and Kassami sequences.  

  

             Figure 12: m-sequence generation using LFSR 

    Figure 11: Carrier distribution on OFDM symbols: (a) Block type (b) Comb type 
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The Zadoff-Chu (ZC) sequence is a complex-valued sequence with constant 

amplitude and zero out of phase auto correlation values (CAZAC). A ZC code has 

good auto and cross correlation properties, which are needed to ensure reliable 

communications, and establish timing synchronization [29]. The low cross 

correlations property of ZC reduces inter cell interference. ZC is used in many 

applications in LTE systems such as the primary synchronization sequence, uplink 

reference signal, and random access channel [30].  

 
2.4.2. Pilot-Aided Synchronization Methods 

 

In this section, we will discuss different carrier frequency offset estimation methods 

proposed in the literature. The focus will be on pilot-aided methods as it is mostly 

implemented in many standards; yet, some blind synchronization estimation methods 

are briefly discussed. 

A maximum likelihood (ML) CFO estimator based on sending two identical 

training symbols is presented in [31]. By comparing the phase of the repeated symbols 

at the receiver side, the carrier frequency offset can be estimated since any phase 

difference will be due to carrier offset only. The estimation range is limited to half of 

the subcarrier spacing, but an acquisition solution was developed to widen the 

estimation range to more than half of the subcarrier spacing in which the training 

pilots are given a shorter period and the subcarriers are separated by a larger value. 

In [32], the Schmidle and Cox Algorithm (SCA) is presented. It uses two 

training symbols. The first training symbol has two identical parts in time domain that 

contain pilots at even subcarriers and nulls at odd subcarriers and is used for symbol 

timing and initial frequency offset estimation of less than half of the subcarrier offset. 

The other symbol contains a pseudo noise sequence and is added to enhance the 

frequency estimation and to widen the estimation range.  

In [33], Morelli and Mengali (M&M) presented an improved frequency offset 

estimator, which is an extension of the SCA algorithm (ESCA). It uses one training 

symbol only (rather than two as in SCA). This training symbol has     identical 

parts and the estimation of the frequency offset is done by observing the identical 

parts of the training symbol. The training symbols are generated from a PN sequence 

at frequencies multiple of    , and zero on the rest. The Best Linear Unbiased 



30 
 

Estimator (BLUE) is then used for frequency estimation. The estimation range can 

extend to     of the subcarrier spacing with improved accuracy. Another similar 

method based on the BLUE principle is  proposed  in [34]. This method uses the same 

training symbol as the M&M method but with a different approximation method for 

calculating the covariance matrix.         

A comparison between the SCA scheme [32] and the M&M scheme [33] is 

presented in [35] along with a modification of the SCA algorithm and a least square 

(LS) frequency offset estimation scheme. The modified SCA algorithm requires one 

training symbol only with less computational requirements. The LS estimation is done 

by estimating the slope of the phase angle of the received training sequence.  The 

sensitivity to quantization of the arg function (argument of the complex number) is 

presented and quantified for the three algorithms (LS, M&M, and SCA). The authors 

prove that the LS algorithm is least affected by such errors (quantization errors). 

Frequency offset estimation using one training symbol is proposed in [36], 

where offset estimation is performed using null subcarriers in all odd subcarriers and 

a specially designed sequence, such as almost perfect autocorrelation sequence or  the 

modified m-sequence, is transmitted on even subcarriers. The odd subcarriers are used 

for fractional offset estimation and the even subcarriers are used for integer frequency 

offset estimation. It is shown that an estimation range proportional to the inverse of 

the sampling duration can be attained.  

In [37], a maximum likelihood frequency estimator is introduced in which the 

received signal is correlated with a set of sinusoids that are generated at the receiver 

side to maximize the correlation output. It is shown that the choice of the number of 

searched offsets ( ) can affect the computations needed, where a larger value of   

involves more computational operations. The spacing between the searching 

frequencies is also investigated showing that large spacing may reduce the accuracy 

of the estimator, whereas a smaller value may reduce the estimation range. Hence 

there is a tradeoff between the needed accuracy and the required estimation range.  

Two methods for estimating the integer CFO based on the ML approach are 

presented in [38] and [39], where the fractional offset is assumed to be known. In 

[38], a joint estimate of the integer CFO and channel impulse response (CIR) is 

achieved under Rayleigh fading channel conditions. Pilot subcarriers are used for CIR 
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estimation from which the integer CFO is estimated. On the other hand, in [39] the 

estimation is achieved based on correlating two consecutive OFDM symbols in the 

frequency domain. The authors consider estimation of CFO based on transmission of 

known pilot subcarriers or using the user data only without adding pilots. An 

approximation of the ML is also derived for the AWGN channel to reduce the 

estimation complexity. 

The work presented in [40] discusses the design of a preamble made up of   

repetitive slots for CFO estimation in OFDM symbols. The objective of this work is 

to optimize the preamble design (the number of repetitive slots) under different 

channel conditions using the Cramer Rao Bound. The authors show that the 

acquisition range increases with j and is given by (        
   ).     

  A simple FFT-based estimation method is proposed in [25] using one training 

symbol. The estimation is performed in two steps, where coarse and fine searches are 

performed; the actual frequency offset is the sum of the two values obtained in the 

two searches. The results are evaluated in terms of MSE and are compared with the 

method in [32]. 

Another method for CFO estimation in frequency domain assuming perfect 

timing synchronization is suggested in [41]. The estimation is done by observing the 

pilot subcarrier frequencies at the transmitter and the receiver where any shift in the 

received pilot frequencies will be caused by the CFO. It is proposed to separately 

estimate the frequency of each subcarrier and combine all the results by calculating 

the mean value. The estimation is again divided into two stages, where the coarse 

estimate is obtained from the DFT calculation to bring the offset to within half of the 

subcarrier spacing, followed by the fine estimate to iteratively estimate the remaining 

fractional offset.  

A joint timing and frequency synchronization algorithm using training 

symbols with special phase rotational relationship is presented in [42]. The training 

symbols do not have time domain repeatability, as in all the previously discussed 

methods, but rather a training symbol with a special phase rotation is used. The 

derivation of this algorithm is based on the assumption that adjacent channels 
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experience the same fading, which affects the accuracy of this method in frequency 

selective fading channels. 

Another method for joint timing and frequency synchronization algorithm in 

OFDM is presented in [43] considering AWGN and then extended to multipath fading 

in [44]. A single symbol preamble that is divided into two identical parts composed of 

m-sequences is utilized. The correlation is performed in two stages. In the first stage, 

a coarse estimate is performed using sliding correlation over the whole OFDM 

symbol, in this step a plateau is obtained indicating the start of the frame giving an 

initial estimate of the frequency offset. The next correlation stage is performed over a 

smaller interval around the obtained plateau. However, to get the training symbol 

length as that of the actual data symbol, a cyclic prefix with a different number of 

samples is added to the training symbols, which may complicate the process of 

recovering the original data and removing the cyclic prefix at the receiver.  

The work in this thesis is an extension to the work in [45], to allow for using 

any pilot signal structure as opposed to the pilot signal used in [45], which was 

restricted to be a sinusoidal signal. Furthermore, we optimize the correlation window 

for the first and second stages of the algorithm in order to find the best combination 

for minimizing the MSE. The impact of interference and the design of the pilot 

symbols are also addressed in this thesis. 

 
2.4.3. Blind Synchronization Methods 

 
Blind synchronization usually depends on the structure of the OFDM symbol where 

the cyclic prefix is used to determine the frequency offset. Other methods are also 

available in the literature. In this section, brief descriptions of some blind 

synchronization schemes are provided. 

The cyclic prefix inserted at the beginning of each OFDM symbol contains a 

copy of the last part of the symbol. Hence, the timing offset can be estimated by 

correlating each symbol with a delayed version. Then the frequency offset can be 

estimated from the phase of the maximum correlation by dividing this phase over 

(   ). A maximum offset of half the subcarrier spacing can be estimated by this 

method [2]. Another approach for joint time and frequency synchronization based on 

a maximum likelihood estimator using the cyclic prefix is suggested in [22]. In [46] a 

CP is used for the OFDM system under a time variant long echo fading channel. 
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Blind synchronization using null subcarriers at distinct spacing is presented in 

[47]. A cost function is derived by placing the null subcarrier at specific frequencies, 

and the minimum of this cost function gives a direct estimate of the CFO. 

In [48], the CFO is estimated in two stages where the integer part of the offset 

is first obtained and corrected, followed by a fine search for fractional offset 

estimation. The performance is compared with the derived Cramer-Rao Lower Bound 

(CRLB). The estimation is done with the aid of null subcarriers at specific locations 

determined based on modified Fibonacci series.  

In [19], a joint symbol timing and frequency offset estimation is proposed by 

measuring the interference at the output of the FFT block when timing or frequency 

offset exists since any offset will destroy the orthogonality between subcarriers  

leading to more interference. The idea is to compare the output of the FFT in case of 

offset occurrence with the ideal case when the offset is zero. A cost function is to be 

minimized with respect to both the symbol time and the frequency offset leading to a 

joint estimate for time and frequency errors. A two dimensional search is applied, 

which complicates the searching process.  
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Chapter 3: Mathematical Model and Proposed Scheme 
 

Frequency synchronization is one of the most challenging issues in OFDM systems. 

Accurate frequency estimation is a critical task that needs to be accurately achieved to 

ensure reliable communication. In this chapter, the mathematical model of the OFDM 

system under consideration is first presented, followed by the proposed frequency 

synchronization scheme. The effect of different design parameters is investigated to 

optimize the estimation. 

3.1. Mathematical Model 

 

As mentioned earlier, the user data is first converted from serial to parallel and 

applied to a digital modulator block (e.g., QAM). Let the output of the modulator be 

the data sequence {  ,  ,  ,…    } where   is the total number of subcarriers. The 

OFDM transmitted signal after performing the IFFT is given by: 

  

     
 

 
     

          
    ,                                                (1) 

where             represents the sample number. 

A cyclic prefix (CP) of length Ng is then added for each OFDM symbol by 

copying the last Ng samples of the IFFT block output to the beginning of the OFDM 

symbol to form{             
          ,  ,  ,…    }. The length of the CP is 

chosen to be longer than the maximum expected delay spread of the channel in order 

to mitigate the effect of multipath propagation. Thus, the total length of the 

transmitted signal is         samples. 

The general model for a dispersive radio channel can be expressed as: 

 

                   
 
    ,                                         (2) 

 

where       is the path gain,     is the     path delay, and L is the total number of 

multipath components. 
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 Frequency offset is introduced to the received signal and it is modeled as a 

complex sinusoid. Thus, the OFDM signal after passing through the communication 

channel is given by:   

 

                                                       
    

  

                                                     (3) 

 

with              and   is the normalized frequency offset such that   
   

  
  

where     is the frequency offset in Hz and    is the subcarrier spacing defined as 

   
 

 
 ,     is the channel impulse response,    is the Additive White Gaussian Noise 

(AWGN) with zero-mean and variance    , and " " is the convolution operation. 

An estimate of the frequency offset    is first obtained as will be discussed in 

the following section. Then, the estimated value is used for offset correction by 

multiplying the received signal with the complex conjugate of the introduced sinusoids 

as follows: 

 

        
              ,            ,                              (4) 

 

Next, the cyclic prefix is removed after the serial to parallel conversion. The FFT is 

then performed to get the frequency domain sequence. Channel correction for the 

fading channel is performed in the frequency domain by dividing by the channel path 

gains (  . The signal is then passed to the demodulator block to recover the original 

sequence. 

 

3.2. Proposed Double Dwell Frequency Synchronization Scheme  

The proposed frequency offset synchronization is based on the Double Dwell System 

(DDS), where the frequency estimation is carried over two stages as shown in Figure 

13.  

 

Figure 13: Block diagram of the proposed scheme  
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In the first stage, a coarse search over the range of possible offsets is 

performed to get an initial rough estimate of the offset. Searching is conducted over a 

large range of offsets,      with a large step size in order to quickly scan the 

uncertainty range. Defining the number of performed correlations as    and the 

normalized searching range as     , then the step size (β1) for searching of the first 

stage correlations can be calculated using: 

 

β
 
 

     

  
 ,                                                         (5) 

 

The results of the first stage are then used to perform a second search with a 

smaller step size (fine search) over a much smaller range determined as the frequency 

offsets between the two highest correlation peaks obtained in the first stage. A sample 

of the correlation function obtained from the first stage is shown in Figure 14, where 

the actual normalized offset was set to 1.35 and the corre lation was done over a 

normalized frequency offset range of 5 at a step size of    . The highest peak, which 

represents the first stage estimate of the offset is observed at an offset of 1.4 and the 

two adjacent peaks are observed at 1.2 and 1.6. Since the correlation value at 1.2 is 

found to be higher than the correlation value  at 1.6, the second stage search will be 

performed between 1.2 and 1.4 offsets using a much smaller step over a much smaller 

range of  0.2 (difference between 1.4 and 1.2).  

In extreme cases where the correlation peak is located at the edge of the 

estimation range, the second searching stage will be specified by the peak and the 

adjacent value as shown in Figure 15 for an offset value of 2 where the second stage 

correlation will be performed between 1.8 and 2. 

The first correlation stage is performed by multiplying the received signal with 

a reference complex exponential for every possible offset    within that search range 

    and averaging over NT samples to get: 

   
 

  
      

     
       ,                                              (7) 

where           and   
  is the complex conjugate of the known pilot data used at 

the     subcarrier at the transmitter and                    
      

 

    ,details about 
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pilots symbol design will be provided in section 5.5.   The maximum of the magnitude 

of the correlation function is obtained as follows: 

 

                                                             (7)  

       

                             Figure 14: Sample of the first stage correlation function 

              
              

   Figure 15: Example of the correlation function in extreme cases   

After identifying the maximum value, the index of the first stage offset is 

obtained from which the adjacent peaks are compared to start the second searching 

stage. The procedure for CFO estimation can be illustrated as shown in Figure 16.   
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 Figure 16: First stage correlation for frequency estimation  

 

To improve the reliability of identifying the location of the correlation peaks at 

the first stage, the correlation results for each offset are averaged over a number of 

OFDM symbols (Q times), to obtain: 

    
 

 
        

 
    ,                                               (8) 

Averaging is more important for the fading channels as it helps to reduce the 

effect of deep fades and improve the estimation accuracy. Figure 17 shows the 

proposed scheme for fading channel. Note that the averaging will also be beneficial in 

AWGN since it results in more reduction of the noise variance.  

 

 

          Figure 17: Block diagram of proposed scheme in fading channel 

The second correlation stage is done using an expression similar to (6). 

However, the range of the second stage      will be specified by the maximum two 

peaks found on the first correlation stage and is limited to   (The spacing between 
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the offsets in the first stage). The number of offsets searched during the second stage 

is N2 searched at a smaller step size β2 which can be calculated using:  

  β
 
 

   

  
                                                             (9) 

where      β
 
  which is the spacing between the correlation peaks from the first 

search stage  

As a result, the second search stage will be more focused and hence, provides 

more accurate estimation. Note that the total number of performed correlations      

     . It is important to remark that for conventional Single Dwell System 

(SDS)        correlations are performed using a fixed step size, while for the proposed 

Double Dwell System (DDS),      correlations are also performed but over two 

stages with two different step sizes. Thus, the proposed DDS has the same complexity 

as that of the SDS but with higher accuracy. 

Carrier offset correction is done based on the final offset estimate (     

obtained from the location of the peak correlation from the second stage. The 

corrected signal is then processed to demodulate the transmitted data.   

The carrier offset estimator performance is evaluated by computing the Mean 

Square Error (MSE) between the estimated offset and the actual offset over Nc 

simulation runs as follows: 

     

   
            

    
                                               (10) 

where        represents the estimated offset during the mth simulation run. The 

accuracy of the proposed carrier offset estimator is affected by a number of 

parameters such as the number of subcarriers used, the total number of performed 

correlations (M), the number of performed correlation in each stage (          , 

Estimation range     , and the averaging window (Q). The effect of each o f these 

parameters is investigated through simulations and the results for AWGN and fading 

channel are presented in Chapter 4 and Chapter 5, respectively. 
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Chapter 4: Performance Evaluation of Proposed Double-Dwell 

Scheme in AWGN 
 

In this chapter, a detailed evaluation of the DDS performance using extensive Matlab  

simulations is presented. The performance is evaluated under AWGN channel 

conditions and compared to the conventional SDS. Simulations are performed in 

different steps as follows: 

i. Simulating the basic OFDM system blocks with no frequency offset.  

ii. Performance of OFDM system in the presence of frequency offset.  

iii. Frequency synchronization using a conventional Single Dwell System. 

iv. Frequency synchronization using the proposed Double Dwell System. 

Simulations are performed using Binary phase shift keying (BPSK) as the 

modulation scheme. The length of the IFFT/FFT defines the total number of 

subcarriers in the system, which is initially set to 32 (other values are also examined). 

A cyclic prefix duration equals 10% of the OFDM symbol duration is used. An 

AWGN channel model is used in these simulations with the signal-to-noise ratio 

(SNR) varying from 0 to 10 dB and simulations are repeated 1000 times for each SNR 

value. The effect of all simulation parameters is investigated to optimize system 

performance and show the gain achieved using the DDS. 

 
4.1. Simulating the Basic OFDM System Blocks 
 

Simulations are first done to implement the basic OFDM system blocks, to investigate 

the function of each block, and to study the overall system operation assuming perfect 

synchronization. The transmitter is simulated by passing the randomly generated 

sequence to the modulator, converting the serial stream to parallel, applying IFFT, 

and adding the cyclic prefix. A sample of the generated OFDM transmitted time-

domain signal is shown in Figure 18. The symbol error rate (SER) is evaluated as a 

function of the SNR as shown in Figure 19. The results show a perfect match between 

simulated and theoretical SER, which is the same as BER for BPSK, indicating the 

accuracy of the simulation model.  
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            Figure 18: Example of an OFDM signal 

 

      

          Figure 19: Comparison of simulated and theoretical SER with perfect synchronization 
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4.2. OFDM Performance in Presence of Frequency Offset  

 

To demonstrate the impact of frequency synchronization errors, a frequency offset is 

introduced at the received signal without any correction at the receiver side. Figure 20 

shows the SER performance for different offset values.  It is clear that the larger the 

frequency offset the higher the SER degradation. For example, to achieve a SER 

of        , 9 dB of SNR is needed at zero frequency offset, while 16 dB is needed to 

achieve the same SER for a normalized offset value of 0.2. Hence, about 8 dB more is 

needed and the degradation is even higher for higher offset values. The system will be 

totally useless (50% SER) for a normalized offset greater than      . Thus, accurate 

estimation and correction of frequency errors is essential to avoid such losses and 

maintain acceptable performance. 

 

 

        Figure 20: Impact of frequency offset error on symbol error rate  

 

The SER performance is also evaluated with respect to the normalized 
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        Figure 21: SER vs. normalized offset for different SNR values 
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4.3.1. Single Dwell System (SDS) 
 

In SDS, a fixed step size is used to search a range of frequency offsets. The received 

signal is correlated with each possible offset over a number of samples equals the FFT 

size (32 samples). The offset that results in the maximum magnitude at the correlator 

output is used as the frequency offset estimate. F igure 22 shows the MSE for SDS 

under AWGN conditions, where the actual normalized offset is set to 0.15. It is 

noticed that the MSE decreases as the SNR increases but will reach a constant value 

after which the estimation accuracy does not improve even when SNR is very large. 

This is because the SDS uses a fixed step size. The correlation function for a search 

range from     to      is shown in Figure 23 when the actual normalized offset 

value is 0.15. It is clear that the peak of the correlation function is located close to the 

desired value. The SER for an OFDM system using BPSK when using the actual and 

the estimated offsets is shown in Figure 24. It is clear that the performance did not 

degrade since the offset is being corrected by the SDS.  

Simulations are then run to study the impact of the number of subcarriers  used 

on the system as shown in Figure 25.  The MSE is simulated for 64, 128, and 256 

subcarriers. It is noticed that with a smaller number of subcarriers, larger SNR values 

are needed to achieve the same MSE. For instance, to achieve MSE of       , the 

required SNR is 5.5 dB for 256 subcarriers while 8.5 dB is needed when the number 

of subcarriers is reduced to 128,  and even higher SNR value is required when the 

number of subcarriers is reduced to 64. This is expected since increasing  the number 

of subcarrier means increasing the correlation period and giving the system more time 

to improve the estimation accuracy. Figure 26 illustrates the SER performance for the 

different cases and it is noticed that there is no major difference in performance for 

different number of subcarriers.  
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Figure 22: MSE Performance for SDS in AWGN  

 

           

Figure 23: Correlation output of SDS  
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        Figure 24: Simulation and theoretical SER performance for SDS  
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   Figure 25:  MSE Performance for different number of subcarriers 
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         Figure 26: SER performance for SDS with different number of subcarriers 
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shows significant degradation in the SER especially when the offset is outside the 

estimation range.  

 

 

                         Figure 27: MSE performance for SDS with offset inside or outside the estimation range 

 

     

               Figure 28:  Correlation function result for different offset values  
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           Figure 29: SER performance for SDS with offset inside or outside the estimation range  
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Figure 30: MSE degradation for SDS with different estimation range  

  

Figure 31: Correlation function for SDS with different estimation range  
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Figure 32: SER for SDS with different estimation range  
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the SDS shows significant improvement by almost one order of magnitude with a 

performance close to that of the DDS as shown in Figure 35. This is because 

increasing the total number of correlations results in a smaller step that improves the 

accuracy of the SDS but at the expense of higher complexity and more delay until the 

offset estimation is obtained. Note that the DDS with 100 correlations achieves the 

same performance as the SDS with 1000 correlations.  

 

         Figure 33: MSE performance for SDS and DDS with 100 correlations in AWGN  

 

  

            Figure 34: SER performance for SDS and DDS with 100 correlations in AWGN  
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          Figure 35: Impact of number of correlations on MSE performance for SDS and DDS  

 

 

          Figure 36: Impact of number of correlations on SER performance for SDS and DDS  
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4.4. CRLB for AWGN Channel   

 

The Cramer Rao Lower Bound (CRLB) provides a theoretical upper bound on the 

estimator accuracy of any estimator as measured by the MSE. For the frequency 

estimation problem in AWGN, the CRLB is evaluated using [49]:  

 

     
       

         
 
   

 

 

where SNR is the signal to noise ratio and N is the number of subcarriers. The 

performance of the proposed DDS is compared to the CRLB in Figure 37 for different 

values of subcarriers. It is noted that the proposed scheme achieves the CRLB as the 

number of the subcarriers increases as shown in Figure 37. 

 

 

      Figure 37: CRLB for different numbers of subcarriers 
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Chapter 5: Performance Evaluation under Fading Channel 

Conditions 
 

In this chapter,  simulations are performed for the proposed scheme under flat 

Rayleigh fading channel conditions. The results obtained are compared to the AWGN 

results under similar conditions to show the impact of fading on the system 

performance. A perfectly synchronized system is first simulated to ensure that the 

simulation model matches the theoretical performance. Frequency offset is then 

introduced to the system and the SDS and DDS performance is evaluated and 

compared. The effect of all the parameters is thoroughly investigated to enhance the 

overall performance. Synchronization tasks are more challenging in fading channels 

because of the significant reduction in SNR and Doppler shift.  

 Averaging the correlation results is necessary for fading channels since a 

wrong estimate when the channel is under deep fade conditions causes a large bias in 

the estimated offset, resulting in large degradation in the MSE performance. To 

overcome this problem, the correlation results of the first stage are averaged over a 

number of iterations to reduce the impact of these outliers. The DDS performance 

shows significant improvement in the MSE by more than one-order of magnitude 

when averaging is used. Averaging is then added to the SDS to compare both systems 

under similar conditions, DDS still gives better performance but both systems 

performance get closer. It is important to note that for AWGN channel, the DDS 

always gives better performance than the SDS without the need for averaging. 

          Simulations are then run to study the effect of interference for a perfectly 

synchronized OFDM system and both SDS and DDS by adding another OFDM 

transmitting block at different power levels. The obtained results are presented in 

Section 5.4.  Section 5.5 considers the effect of pilot subcarriers, variations of the 

number of pilot subcarriers as well as the used pilot sequence are simulated for 

different number of pilot subcarriers and different sequences like m-sequence and 

complex-valued pilot symbols.  

           Unless otherwise specified, BPSK is the modulation level used in all 

simulations, 100 total correlations with   =30 and    =70, Doppler frequency of 2 



56 
 

Hz, 32 subcarriers,  averaging of    , and the experiment is repeated 1000 times 

for each SNR value. The effect of the following parameters is investigated: 

 Value of the introduced offset 

 Number of subcarriers 

 Estimation range/step size  

 Total number of performed searches and number of performed searches in 

each stage  

 Doppler frequency 

 Averaging window  

Simulations are run to test the effect of each of the above mentioned parameters on 

the MSE and SER performance and the obtained results are presented in the following 

sections. 

 

5.1. Flat Fading Channel with No Offset 
 

A perfectly synchronized OFDM system is first simulated for flat fading channel 

conditions. At the receiver, channel correction is performed in the frequency domain 

after the FFT. The obtained SER results are shown in Figure 38 in which a perfect 

match is observed between the simulated and the theoretical curve indicating the 

accuracy of the simulation model.  

 Simulations are run to compare the SER performance for flat fading and 

AWGN channels with no frequency offset. Figure 39 illustrates the obtained SER for 

both channels. Large degradation in the SER performance is noticed due to fading. 

For instance, about 4 dB of SNR is required to achieve a SER of          in 

AWGN channel, while about 15 dB is needed to achieve the same SER for fading 

channel, i.e., 12 dB more is needed for fading channel conditions for a perfectly 

synchronized system.  
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        Figure 38: Simulated and theoretical SER with perfect synchronization for fading 

channel   

 

 

Figure 39: Comparison between AWGN and fading channel with perfect synchronization 
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5.2. Frequency Synchroni zation 
 

In this section, simulations are run to evaluate the performance of the SDS and the 

DDS under flat fading channel conditions and to compare both systems' performance 

for different estimation ranges and offset values. Two estimation ranges (the range of 

normalized frequency offsets to be searched for the correct offset) are tested (   

     and     ) with the offset value fixed to 1.6 for both ranges, 50 total 

correlations are used and 10 averaging of the first stage correlation. Figures 40 to 43  

show the MSE and the SER results for both ranges. It is clear that the proposed DDS 

shows significant improvement in the MSE performance over the conventional SDS 

for the two ranges. Both systems show better performance for the smaller range. For 

instant, to achieve MSE of        for DDS, 14 dB is needed when      . 

However, this is reduced to 10 dB for      . On the other hand, to achieve a MSE 

of (    ) for SDS, 14 dB is needed when ER=10 which decreases to 5 dB for    

 . Hence, SDS shows more improvement by decreasing the estimation range and its 

performance approaches the DDS at higher SNR values. Nevertheless, DDS can still 

achieve much better accuracy.  The SER for both systems is compared with the 

theoretical curve and a very similar performance was noted for both systems as shown 

in Figure 41.  

 

            Figure  40: MSE for SDS and DDS under fading channel conditions with ER=10 
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Figure 41:  SER for SDS and DDS under fading channel conditions with ER=10  

 

          

                  Figure 42: MSE for SDS and DDS under fading channel conditions with ER=3  
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            Figure 43: SER for SDS and DDS under fading channel conditions for ER=3  
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.  

Figure 44: MSE for SDS and DDS for the worst SDS performance  

 

    

            Figure  45: SER for SDS and DDS for the worst SDS performance  
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           Figure 46: SDS and DDS MSE performance in AWGN and fading  

 

               

             Figure 47: SDS and DDS SER performance in AWGN and fading.  
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fading channel conditions. For instance, 9 dB of SNR are needed to achieve a SER 

of      ) at an offset value of 0.2, while only 2 dB are needed to achieve the same 

SER for the AWGN case. 

              The MSE and the SER performance for DDS at different offset values are 

then tested. The obtained results are shown in Figures 49 and 50 where it is noticed 

that the system is able to track and correct for different o ffset values with high 

accuracy provided that the introduced offset is within the specified estimation range. 

The offset values are chosen considering different scenarios as follows: 

 The introduced offset matches one of the searching offsets (best performance) 

 The introduced offset is in the middle of two searching offsets (worst 

performance) 

 The introduced offset value is randomly generated within the specified offset 

range (average performance) 

 

 

Figure 48: SER degradation for different offsets without correction at the receiver 
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Figure 49: MSE for DDS with different offsets value s 

 

 

               Figure 50: SER for different offsets values  
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5.3.2. Number of Subcarriers 

 

In this section, the effect of the number of subcarriers is tested. Simulations are run 

for 16, 32, 64, and 128 subcarriers while fixing all other parameters as before. The 

obtained MSE and SER results are shown in Figures 51 and 52, respectively. It is 

noted that the higher the number of the subcarriers the better the MSE performance, 

as the correlation period gets longer for larger numbers of subcarriers, which 

improves the estimation accuracy.  

 

             Figure 51: MSE for different numbers of subcarriers 

        

                  Figure 52: SER for different numbers of subcarriers 
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5.3.3. Total Number of Correlations and Estimation Range 

  

The step size on both stages is affected by the estimation range (  ) and the total 

number of performed searches (    ). Improved performance can be achieved using 

smaller step size, which may be achieved either by increasing      or decreasing    . 

However, increasing      increases the complexity of the system and adds more 

delay, while decreasing    reduces the system capability to track larger offset values. 

In this section, simulations are run to demonstrate the effect of each of these 

parameters on the estimation accuracy searching for the optimum choice that leads to 

the best performance. The number of searches performed in each stage in DDS greatly 

affects the estimator accuracy, given that wrong first stage estimates cause estimation 

failure as the second stage range will be wrongly specified. Hence, the number of 

performed searches in the first stage should be enough to ensure correct estimation in 

the first stage.   

Simulations are run for   =5 and 10, with       = 50 and 100. The MSE and 

SER results are shown in Figures 53 and 54, respectively. The best performance 

happens when   =5 with     =100. The total number of performed searches is then 

fixed to 100 but the number of performed searches in each stage is varied as shown in 

Figures 55 and 56. The best performance is obtained when   =80 and      ,  

while the opposite (  =20 and      ) gives the worst performance. This may be 

explained given that increasing    decreases the first stage step size leading to a 

better first stage estimate, which facilitates the search on the second stage as the 

searching range will be closer to the actual offset.  

The number of performed searches is then decreased to 50 with different first 

and second stage searches and for different estimation ranges. Simulations are 

repeated for     =5, 10, and 20. The SDS is also simulated to compare both systems 

using different parameters. Figures 57 to 62 show the obtained MSE and SER results 

for the three ranges with different    and    combinations. Figure 57 shows the MSE 

for   =5, from which it is clear that the DDS system shows better performance by 

more than one order of magnitude for all different combinations. However, SDS 

shows better performance than DDS when the     increases to 20 with a small 

  value (  =10). The DDS estimate is completely wrong causing large degradation 

in SER as well. The first search cannot achieve an accurate estimate for a wide range 
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with a small    value, causing large degradation in the DDS performance. Thus, the 

best performance happens using the largest      and smallest    with a larger 

  value.  

 

            Figure 53: MSE for DDS with different ER and total searches 

 

  

                   Figure 54: SER for DDS with different ER and total searches  
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                 Figure  55: Impact of correlation windows on MSE with 100 correlations 

     

              Figure 56: Impact of correlation windows on SER with 100 correlations  
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                         Figure 57: Impact of correlation windows on MSE with 50 correlations and ER=5  

         
          Figure 58: Impact of correlation windows on SER with 50 correlations and ER=5 
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              Figure 59: Impact of correlation window s on MSE with 50 correlations and ER=10 

       

            Figure 60: Impact of correlation window s on SER with 50 correlations and ER=10 
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              Figure 61: Impact of correlation window s on MSE with 50 correlations and ER=20 

 

            

        Figure 62: Impact of correlation window s on SER with 50 correlations and ER=20 
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5.3.4. Doppler Frequency 
 

In all previous simulations, the Doppler frequency was set to 2 Hz. In this section, 

variation of the Doppler frequency is investigated. Simulations are run for a Doppler 

frequency of 2, 20, or 50 Hz, indicating slow, medium, and fast channel conditions, 

respectively. The simulations are run with   =3,    =1.7 and 10 averages. The 

obtained MSE and SER results show large degradation for higher Doppler frequency 

as shown in Figure 63 and Figure 64 for the MSE and the SER results, respectively. It 

should be noted that as the Doppler frequency increases, channel variation becomes 

faster and more difficult to be tracked causing more frequency offset and hence, more 

degradation.   

     

           Figure 63: Impact of channel variation on MSE performance 
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       Figure 64: Impact of channel variation on SER performance  

 

5.3.5. Averaging Window 

 

In this section, the effect of averaging is illustrated by adding an averaging operation 
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  =60. Figure 65 shows the improvement in the MSE performance at different 

averaging windows. For instance, 4 dB SNR is needed to achieve MSE of        
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without adding any extra performance gain.  

Next, simulations are run to investigate the effect of averaging at different 

Doppler frequencies. The results show that averaging has less effect for higher 
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Figures 67 to 70 illustrate the results for Doppler frequencies of 20 and 50 Hz. 
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          Figure 65: Variation of MSE with number of averaged correlations for Doppler =2 Hz 

     

                         Figure 66:  SER performance with number of averaged correlations for Doppler=2 Hz 
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        Figure 67:  Variation of MSE with number of averaged correlations for Doppler =20 Hz 

 

       Figure 68: Variation of SER with number of averaged correlations for Doppler=20 Hz 
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Figure 69:  Variation of MSE with number of averaged correlations for Doppler =50 Hz 

 

            Figure 70:  Variation of SER with number of averaged correlations for Doppler=50 Hz 
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Further, averaging is added to the SDS and simulations are run to compare both DDS 

and SDS performance at different averaging windows. The MSE and the SER results 

are shown in Figure 71 and Figure 72, respectively. The performance of both systems 

is evaluated with and without averaging. In these simulations, the offset value is set to 

1.4, ER=10, 50 correlation with       and        The MSE results for the SDS 

do not show any improvement after 2 averages at which the system shows steady 

performance even for large SNR values. On the other hand, the DDS performance 

continues to improve for higher SNR values. It is important to note that averaging in 

SDS is more complex and requires more computations as it is applied to the total 

length of the correlation window while in the DDS averaging is applied after the first 

stage correlation which requires a fewer number of computations. For instance, the 

total needed computation using 5 averages in SDS with 100 correlations is 500 

(5*100) but in DDS with       and       , the computations needed reduces to 

300(5*50+50). Therefore, averaging in SDS adds more delay to complete the 

estimation process as compared to the DDS.  

Simulations are then run to investigate the effect of averaging with random 

generation of the offset values. The MSE results are shown in Figure 73 showing 

slight degradation when compared with the case of deterministic offset. However, the 

SER is similar for both cases as shown in Figure 74.  

 

             

 

 

   

 

  

 

 

 

            

 

      Figure 71:  MSE for SDS and DDS for different averaging windows at deterministic offset 
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Figure 72:  SER for SDS and DDS for different averaging windows for deterministic offset 

     

      Figure 73: MSE for different averaging windows for random offset 
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          Figure 74: SER for different averaging windows for random offset value  
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which the higher the power of the interfering, the more the degradation in the MSE 

and SER performance.  

             

        Figure 75: Effect of interference on OFDM system with no frequency offset  

    

Figure 76: MSE for SDS at different SIR 
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Figure 77: SER for SDS at different SIR 

       

 Figure 78: MSE for DDS at different SIR 
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Figure 79: SER for DDS at different SIR 

            

    Figure 80: Comparison between MSE performance for SDS and DDS at different SIR 
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Figure 81: Comparison between SER performance for SDS and DDS at different SIR 

 
5.5. Design of Pilot Symbols 

 

In this section, the effect of pilot symbols is investigated from two perspectives; first 

the impact of the number of used pilot subcarriers and second the choice of pilot 

sequence. Simulations are run for both AWGN and fading channels with     = 1.7, 

ER=5, and 100 total correlations in a 64 subcarriers system with the experiment 

repeated 5000 times. The pilots are inserted at the transmitter before performing the 

IFFT. At the receiver, the pilots are first extracted and the carrier offset estimation is 

performed using the pilot subcarriers only.  

 
5.5.1. Number of Pilot Subcarriers 
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Figure 82 :pilot subcarrier arrangement using 16 pilots 

 

Figure 83 shows the obtained MSE results, as expected, increasing the number of 

pilot subcarriers improves the MSE performance. For instance, about 6 dB of SNR is 

needed to achieve MSE of (    ) using 32 pilots, while 9 dB is needed to achieve the 

same MSE using 16 pilots. The SER performance is shown in Figure 84 with the 

larger number of subcarriers resulting in a slightly better performance. However, 

increasing the number of pilots reduces the number of subcarriers used for actual data 

transmission, hence reducing the bandwidth efficiency of the system. Similar results 

are obtained for fading channel as shown in Figure 85 and 86 for the MSE and SER 

performance. 

 

     Figure 83: MSE performance using different number of pilot subcarriers in AWGN  
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     Figure 84 : SER performance using different number of pilot subcarries in AWGN  

         

    

        Figure 85: MSE  performance using  different number of pilot subcarriers in fading channel 
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               Figure 86: SER performance using different number of pilot subcarriers in fading channel 
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Figure 87: Effect of used pilot sequence in MSE performance for AWGN channel 

 

Figure 88: Effect of used pilot sequence in SER performance for AWGN channel 
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             Figure  89: Effect of used pilot sequence in MSE performance for flat fading channel 

 

           Figure 90: Effect of used pilot sequence in SER performance for flat fading channel 
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Chapter 6: Conclusion 

 

OFDM has emerged in many recent communication systems as a promising 

technology due to its numerous advantages over traditional techniques. However, 

frequency synchronization is essential in OFDM systems to preserve orthogonality 

and maintain good performance. In this thesis, a Double-Dwell frequency 

synchronization algorithm for OFDM signals is presented. The proposed scheme 

relies on pilot data that is used to perform an initial coarse search for the carrier offset 

followed by a more accurate fine search. Variable step size is used to search for the 

frequency offset in each stage. Different design parameters  are investigated to 

optimize the searching process such as the search step size, estimation range, number 

of subcarriers, and pilot symbol selection. The performance of the proposed scheme is 

evaluated through extensive simulations in both AWGN and flat Rayleigh fading 

channels.  

 Simulation results show that the proposed scheme provides a significant 

improvement in the MSE performance compared to the conventional Single-Dwell 

scheme without incurring any increase in complexity. It is shown that the proposed 

scheme can work for large frequency offset ranges  but at a reduced accuracy. The 

effect of the estimation range as well as the total number of performed correlations 

and the searching step size is examined. It is noticed that the best performance is 

achieved for the largest number of correlations with the narrowest estimation range. 

However, increasing the number of correlations increases the implementation 

complexity and reduces the estimation range reducing the system's capability to track 

large offset values. The number of the used subcarriers also affects the estimation 

accuracy and simulation results show that increasing the number of subcarriers 

provides better MSE performance. In the case of fading conditions, averaging the first 

stage correlations is necessary to avoid large errors in estimating the offset due to 

deep fades. It is shown that the averaging operation improves the MSE performance 

by more than two orders of magnitude compared to the case without averaging. We 

have also discussed the performance degradation in the proposed scheme due to the 

presence of interference from other users. Finally, the effect of the number of 

employed pilot subcarriers and the impact of selecting different types of pilot symbols 

have been investigated, showing that higher number of pilot subcarriers improves the 
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system performance but reduces actual data transmission and hence the bandwidth 

efficiency of the system and the use of m-sequence pilots give better performance in 

fading channels. 

              Some of the research that can be investigated as a continuation of this work 

includes assessing the impact of frequency selective fading on the proposed 

synchronization scheme performance. Although an OFDM system is designed to 

mitigate interference due to multipath, the synchronization scheme might not cope 

with multipath resulting in major degradation in the system performance. This needs 

to be investigated and might result in the need for a modified structure to mitigate the 

interference, such as the use of MIMO systems.  Another extension to this work might 

include investigation of joint timing and frequency synchronization using the 

proposed scheme.  

. 
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