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Abstract This paper investigates the problem of video transmission over
cognitive radio networks with the objective of maintaining continuous video
playback while gracefully degrading the quality of the reconstructed video se-
quences, if needed. We focus on modeling the channel availability to secondary
users, which is a major limiting factor on the continuity of the streaming pro-
cess. A Markov chain model for the channels availability in an M -channels sys-
tem is developed. This model is used to estimate the likelihood of transmission
interruptions a secondary user might experience due to the loss of a channel
to a primary user. We also propose a joint adaptive mechanism where a simple
source rate control scheme is integrated with an adaptive playback approach
to reduce the impact of channels relocation/unavailability on the streaming
process of active secondary users. Simulations and numerical investigations
demonstrate the correctness of the proposed channel model. Simulation re-
sults also indicate that instants of playback buffer starvation at the secondary
user ends could be avoided only when the hybrid approach is employed.

Keywords Video streaming · cognitive radio networks · wireless channels

1 Introduction

In spite of the continuous advances in wireless communications and the move-
ment towards 4G and 5G technologies, which is expected to result in an in-
crease in the offered data rates, there is still a continuously increasing demand
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for more spectrum. The limited usable radio frequencies make spectrum bands
not only scarce but very expensive as well. The situation is further aggravated
by the proliferation of bandwidth-hungry applications, like video streaming
applications. Such an increasing demand for spectrum has caused frequency
bands to be sold at auctions for prices that could reach in billions of dol-
lars. However, those billions-worth frequency bands are not efficiently utilized.
For instance, studies have estimated that 80% of frequencies below 3 GHz in
crowded areas like Manhattan and Washington D.C. are underutilized [1].

Cognitive radio (CR) is an intelligent wireless technology that was first in-
troduced in [2] and currently is widely recognized as a promising solution for
the spectrum scarcity problem [3]. CR wireless systems are characterized by
their awareness to the surrounding radio frequency (RF) environments. They
are also known for their capability to adapt their internal states according
to the statistical variations in the environment with the objective of provid-
ing reliable communications while efficiently utilizing the available spectrum.
This is done by the adaptation of tunable transmission parameters includ-
ing transmission power, carrier frequency, and the modulation schemes. In CR
systems, to efficiently utilize the available spectrum, non-license holders are al-
lowed to temporarily use certain frequency bands when they are not occupied
by their primary users (PUs) [4]. However, the spectrum must be immedi-
ately vacated when demanded by its PU. This requires the relocation of the
traffic of secondary users (SUs) using this channel to other available chan-
nels, if any. Clearly, such an act introduces transmission delays that could
be very severe for SUs with time sensitive applications. Let alone, worst case
scenarios when there are no available channels at the moment of relocation
and possibly for some consecutive periods of time. Challenges associated with
such dynamic nature of CR systems are reviewed in [5]. Researchers have
been trying to optimize realizable CR systems, and therefore different aspects
of CR have been investigated in the literature. This includes infrastructured
versus infrastructure-less networks, spectrum sensing and management, spec-
trum access techniques, cross-layer optimization, scheduling algorithms for
SUs, medium access control (MAC) protocols, security, etc. [3–5].

The difficulties facing video streaming applications over CR networks are
twofold. First, the challenges facing video transmission over wireless chan-
nels that typically stem from the time-varying nature of wireless channels
and aggravated by the strict quality of service requirements mandated by the
nature of video streaming applications [6]. Such applications are not only time-
sensitive and bandwidth-hungry applications but are also intolerable to delay
variations and transmission errors, which may cause packet losses and hence
the loss of video frames. When lost frames are needed to decode other depen-
dent frames, this leads to error propagation which, in severe scenarios, leads
to interrupted video. Therefore, the conditions of the channel granted to the
SUs have a major impact on the efficiency of the streaming process. Elabo-
rated, the unreliability of wireless channels can cause unexpected variations
in the number of correctly received and decoded video frames in the playback
buffer on the SU side. Losing video frames will lead to scenarios in which the
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number of correctly received and decoded frames is less than the number of
played-back frames at any interval of time, which in turn causes the playback
buffer to starve [7].

Several techniques to maintain continuous video playback over wireless
channels have been investigated in the literature. This includes source and
channel rate control [8], layered coding (LC) [9], error concealment [10] and
adaptive playback (AP) [11, 12]. Under bad channel conditions, source rate
control and layered coding could be used to achieve faster transmission rates
by reducing the encoder data rate (i.e., using smaller frame sizes to repre-
sent the video sequences) at the expense of degraded video quality [7]. This
results in reducing starvation instants at which the playback buffer runs out
of video frames and as a result, the client experiences reduced interruption
in the playback process. More specifically, source rate control should be im-
plemented in a way that guarantees gradual variations in the quality of the
reconstructed video and hence, does not negatively affect the viewer experi-
ence. Error concealment and adaptive playback are two techniques that can
also help in reducing starvation instants at the playback buffer at the end user
side. In adaptive playback, the playback rate is varied according to the instan-
taneous occupancy of the playback buffer [11] while simple error concealment
mechanisms can fictitiously reduce starvation instants by duplicating selected
frames in the playback buffer.

Secondly, when video sequences are streamed over CR networks, the chal-
lenges are greatly increased since the availability of the wireless channels to
SUs is of a stochastic nature. This problem has been tackled by several re-
searchers in the literature. In [13], a centralized channel allocation scheme is
proposed to enable the provisioning of video services to the SUs. The authors
in [14] investigated the problem of channel allocation between cognitive video
receivers with the objective of maximizing the overall network throughput. On
the other hand, in [15], a decentralized cross-layer control scheme is proposed
to maximize the network throughput. Also, in [16], the authors formulated
a stochastic programming model for the problem of relay-assisted downlink
multiuser video streaming in a CR cellular network. Video streaming over
multi-hop CR networks has been addressed in [17] where a mixed integer non-
linear optimization problem was formulated to maximize the overall received
video quality. The problem of video streaming in a femtocell CR network was
investigated in [18] where a stochastic programming framework was used to
obtain the optimal solutions in the case of non-interfering femto-base stations.

This paper investigates the problem of video transmission over cognitive
radio networks with the objective of enhancing the viewing experience of cog-
nitive video users. This is done through graceful degradation of the quality
of the reconstructed video. Such graceful degradation was made possible by
maintaining continuous video playback through the proper modeling of chan-
nel(s) availability to SUs. A Markov chain (MC) model for the availability of
channels to SUs in an M−channels system is developed. This model is used to
estimate the likelihood of transmission interruptions an SU might experience
due to the loss of a channel to a PU. In addition, a hybrid solution that jointly
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integrates source rate control and adaptive playback is proposed to overcome
possible starvation instants at the playback buffer.

The rest of the paper is organized as follows: Section 2 briefly discusses
the architecture of the cognitive video streaming system considered in this
study. The mathematical model is presented in Section 3. Section 4 presents
the numerical investigations and simulation results, and then discusses the
findings of the paper. Finally, Section 5 concludes the paper.
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Fig. 1 Architecture of the cognitive video streaming system.

2 System Model

We consider the video streaming system shown in Figure 1. In this system,
a video transmitter delivers real-time or archived video to the mobile SUs
via one or more of the M PUs channels. We assume that the streamed video
sequences are encoded using a scalable video encoder such as H.264/MPEG4-
AVC and hence, can be rate-controlled without the need for transcoding [19].
The SU is assumed to continuously monitor the occupancy of its playback
buffer in addition to the quality of the assigned channel. We also assume that
the video encoder is capable of adjusting its parameters to meet the required
rate as computed by the joint rate control algorithm. Based on the monitored
occupancy and the channel quality, the SU determines the appropriate source
rate for the next frame as well as the playback rate. Information about the
next frame size is fed back to the video transmitter over a reliable feedback
channel. Because such control packets are considerably small, they can be
adequately protected through forward error correction (FEC) alone, ensuring
that the feedback channel is effectively error-free. We assume that each of the
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primary channels fluctuates according to a 2-state continuous-time Markov
chain (CTMC), where state g is the good state and state b is the bad state.
Hence, pg is the bit error rate (BER) during the good state and pb is the
BER during the bad state. The sojourn times for the good and bad states are
exponentially distributed with means λ and μ, respectively.

In this study, we consider a slotted channel availability model in which
a PU channel switches from being “available” (idle) to “busy” (occupied) or
remaining idle and vice versa according to the 2-state discrete-time Markov
chain (DTMC) shown in Figure 2. When a PU channel is idle, it could be used
by a SU. In the DTMC in Figure 2, state O represents the unavailability of
the channel (i.e., an occupied channel or the presence of the PU) and state I
represents the availability of the channel (i.e., an idle channel or the absence
of the PU). For this simple 2-state DTMC, the one-step transition probability
matrix is given by:

P =

[
1− α α
β 1− β

]
, (1)

where α = pOI is the transition probability from state O to state I, β = pIO

Fig. 2 The availability model of “one” primary channel to a SU.

is the transition probability from state I to O and 1 − α and 1 − β are the
self-transition probabilities for state O and I, respectively. Let π = [πO πI ]
be the steady-state probability mass vector of the 2-state channel in Figure 2,
which is simply obtained from:

[πO πI ]×
[
1− α α
β 1− β

]
= [πO πI ],

where πI is the steady-state probability that the channel is in state I (i.e.,
channel is idle and hence, available to the SU) and πO is the steady-state
probability that the channel is in state O (i.e., channel is busy).

3 Analysis of the Channel Availability Model

As mentioned earlier, a major challenge of video streaming over CR systems
is the interruptions in data transmission experienced by the SUs as a result
of the PUs requesting immediate access to their channels while they are occu-
pied by the SUs. Such interruption to SUs transmission can be avoided if the
transmission is reallocated to another “available” (idle) channel(s). Such reas-
signment of idle channels to active SUs is not always possible, and depends on
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the availability of such channels. In addition, channel reassignment introduces
extra delays that are typically undesirable in time sensitive applications like
video streaming. This clearly adds to the well-known challenges faced by video
streaming applications over wireless channels which are characterized by their
time-varying nature, in terms of bandwidth, delay and packet loss rates.

Several studies have proposed a variety of solutions to mitigate the impact
of the time-varying nature and the limited bandwidth of wireless channels on
the streaming process [7, 8, 20]. Yet mitigation of the effects of channel avail-
ability and their reassignments on the streaming process over cognitive radio
networks is not yet properly addressed in the current literature. Therefore, in
what follows, we try to introduce a simple yet useful mathematical model that
describes the channel availability to SUs, hoping that such a model will as-
sist in avoiding transmission interruptions through proper resource allocation,
according to the importance of SUs time-sensitive information.

Fig. 3 The Markov chain that governs the availability model of all M−channels.

We first start by discussing the details of finding the probability of having
n ∈ [0, M ] idle channels that can be used by the SUs. This is achieved by
extending the 2-state channel model in Figure 2 to obtain the discrete-time
multi-state Markov chain in Figure 3. Therefore, in the MC in Figure 3, a state
n ∈ [0, M ] represents the number of available PUs channels to be used by one
or more of the SUs. Thus, the objective now is to obtain the transition proba-
bilities, and hence the steady state probabilities, that describe the availability
of a number of PUs channels, which also indicates the total number of idle
PUs in the spectrum. It is now worth noting the difference between the MC in
Figure 3 and that in Figure 2. The states of the MC in Figure 3 represent the
number of idle channels available to SUs while the states of the MC in Figure 2
represent the availability of one channel. More importantly, the steady state
transition probabilities can always be used by the SU as an indication on how
many channels will be available next based on our knowledge of how many
channels are available at any time. This can clearly help an SU to decide and
probably adapt different transmission parameters that could typically help in
maintaining continuous playback on the receiver side.
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Let Nac be the random variable that represents the number of available
(idle) channels at steady state. Obviously, the probability that Nac = n is
given by:

Pr[Nac = n] =

(
M
n

)
πn
I (1− πI)

M−n, (2)

where M is the total number of primary channels in the spectrum, which is
also equal to the number of primary users. Let P be the 1-step transition
probability matrix that represents the M -channels system. Since the Markov
chain in Figure 3 is homogeneous, P can be written as:

P =

⎡
⎢⎢⎢⎢⎢⎣

p00 p01 p02 . . . p0M
p10 p11 p12 . . . p1M
p20 p21 p22 . . . p2M
...

...
...

. . .
...

pM0 pM1 pM2 . . . pMM

⎤
⎥⎥⎥⎥⎥⎦
,

where pij is the transition probability from state i to state j for i, j = 0, 1, . . . , M .
Elements of P are functions of the four possible transitions, namely, idle to
busy, busy to idle, busy to busy or idle to idle (according to the 2-state MC
in Figure 2). Therefore, each of the elements, pij , in the matrix P could be
expressed as a combination of four different probabilities: β, 1 − β, α, and
1− α, and can be generalized as follows:

pij =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑M
2

k=0

(
M−i
j−i+k

)
αj−i+k(1− α)M−j−k

(
i

i−k

)
(1− β)i−kβk, i = j = M

2 , M is even

∑M
2 −1

k=0

(
M−i
j−i+k

)
αj−i+k(1− α)M−j−k

(
i

i−k

)
(1− β)i−kβk, ∀i = j, i, j �∈ {0, M, M

2 }, M is even

∑M
2 −1

k=0

(
M−i
j−i+k

)
αj−i+k(1− α)M−j−k

(
i

i−k

)
(1− β)i−kβk, ∀i �= j, i, j �∈ {0, M}, M is even

∑M−1
2

k=0

(
M−i
j−i+k

)
αj−i+k(1− α)M−j−k

(
i

i−k

)
(1− β)i−kβk, ∀i ≤ j, i, j �∈ {0, M}, M is odd

∑M−1
2

k=0

(
M−i
k

)
αk(1− α)M−i−k

(
i

j−k

)
(1− β)j−kβi−j+k, ∀i > j, i, j �∈ {0, M}, M is odd

( M−i

(M−i)( j
M )

)
α

j(M−i)
M (1− α)

(M−j)(M−i)
M

(
i

ij/M

)
(1− β)j(

i
M )β(M−j) i

M , ∀j, i ∈ {0, M}.
(3)

Now, let γn, n ∈ [0, M ] represent the steady-state probability of having
n idle channels. The steady state probability mass function (pmf) vector Γ =

[γ0 γ1 γ2 . . . γM ] can be obtained by solving
∑M

n=0 γn = 1 and Γ = ΓP .

4 Simulations Results and Numerical Investigations

In this section, we verify the usefulness of the proposed channel availability
model using simulations and numerical investigations. Then, using MATLAB c©
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simulations, we study the efficacy of the proposed hybrid adaptive video stream-
ing model based on the proposed channel availability model.

(b) Simulated (a) Calculated 

Fig. 4 pmf of the number of available channels, (M = 4, α = 0.3, β = 0.5).

(b) Simulated (a) Calculated 

Fig. 5 pmf of the number of available channels, (M = 10, α = 0.5, β = 0.5).

Figures 4 and 5 show the pmf of the number of available channels as cal-
culated using Equation 3 and by averaging 105 runs of the simulation model.
Specifically, Figure 4(a) shows the pmf of the number of available channels
as calculated using Equation 3 while Figure 4(b) shows the same probability
using the simulation model for M = 4, α = 0.3 and β = 0.5 in both cases.
Similarly, Figure 5(a) shows the pmf of the number of available channels as cal-
culated using Equation 3 for M = 10, α = 0.5 and β = 0.5, while Figure 5(b)
shows the same probability by averaging 105 runs of the simulation model.
It is obvious that the figures obtained using the simulation model are in full
agreement with these obtained by calculations, which validates the obtained
formula in Equation 3.

In this section, we also investigate by simulations the impact of the un-
availability of channels and their reassignment to SUs on the video streaming
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process. To do so, a MATLAB SimEvents model that represents the behavior
a CR network was developed. In this model, different scenarios with different
number of primary channels and different numbers of SUs were considered.
It is important to note that the number of SUs was always kept less than or
equal to the number of the PUs. In addition, it is assumed that SUs are only
allowed to access idle channels. Moreover, perfect sensing is assumed and as a
result, an SU will immediately vacate a used channel once its PU gets active.
Hence, when none of the PUs channels are available, the video transmission
of a SU will be interrupted. This is of severe impact on the continuity of the
playback process since once started it cannot be stopped. If such a situation
persists, noting that video frames are drained from the playback buffer at
a constant rate, the playback buffer will starve. Therefore, it is highly rec-
ommended to predict which channels will be available and reallocate the SU
traffic to these channels, if any, to avoid buffer starvations and hence, avoid
playback interruptions. Finally, in our simulations, different trace files for dif-
ferent video sequences obtained from [21] and [22] were used. Details of these
video sequences will be provided as needed.

The encoded Common Interchange Format (CIF) ten-minute “Sony Demo
sequence” is first transmitted over the previously mentioned CR simulation
model with 3 PUs (i.e., 3 channels) and 1 SU. The video file is streamed from
a secondary transmitter to the CR user. Transmission and network delays were
both taken into considerations. The availability of each of the PUs channels
is modeled by the Markov chain shown in Figure 2 with different values for
the parameters α and β used in the simulations. The quality of the received
video is controlled using a hybrid solution that jointly integrates a source
rate controller with adaptive playback [11]. This is done according to the
instantaneous occupancy of the playback buffer at the receiver side. To avoid
starvation instants when there are no video frames in the playback buffer, it
is desirable to maintain the number of correctly received and decoded video
frames in the buffer at or around a specific threshold. Buffer underflow is the
situation in which the instantaneous number of frames in the playback buffer
is below that threshold. Selection of such a threshold depends on the channel
availability to SUs, quality of the allocated channel, and the video content. It
is important to note that selection of such a threshold is out of the scope of
this study. Underflow situations could result due to different reasons that could
happen individually or jointly. These reasons could be channel unavailability,
length of time periods a channel is available for the SU, bad channel quality,
or when the amount of the transmitted information is beyond the channel
capability, etc. Recall that video applications typically require high data rates
with strict upper bounds on delays, delay jitter, and packet losses. Therefore,
in underflow situations, the proposed adaptive scheme reduces the amount of
transmitted information through a source rate control mechanism.

Figure 6 depicts the buffer occupancy for the case of 1 cognitive user and
3 primary users (i.e., 3 primary channels) for α = 0.35 and β = 0.5. In this
case, video frames are transmitted over one channel at a time even if there are
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Fig. 6 Receiver buffer occupancy, (1 SU, 3 PUs, α = 0.35, β = 0.5).

more channels available. Such a situation will be addressed shortly. Moreover,
video frames will not be transmitted only when all channels are busy.
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Fig. 7 Receiver buffer occupancy, (1 SU, 4 PUs, α = 0.6, β = 0.4).

Figure 7 depicts the buffer occupancy for the case of 1 cognitive user and
4 primary users (i.e., 4 primary channels) for α = 0.6 and β = 0.4. Similarly,
video frames are transmitted over one channel at a time. In addition, video
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frames are not transmitted only when all of the four channels are busy. Com-
paring the buffer occupancy in this case with the previous case, it is obvious
that as the number of primary channels increases for the same number of SUs,
the playback buffer builds up faster and hence continuous video playback can
be maintained with the proper channel assignment. It is also important to note
that Figures 6 and 7 indicate that even with the number of primary channels
larger than the number of cognitive users, there is still a decreasing trend in
the buffer occupancy. Such trend depends on the fraction of time the cognitive
user can access the primary channels. Therefore, there is a clear need for other
techniques rather than just transmitting on channels when available.
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Fig. 8 Impact of channel availability on the receiver buffer occupancy (1 SU, 3 PUs).

To investigate the impact of the channel availability on the continuity of
the video playback, simulations were carried out for different values of the
channel parameters α and β. Figure 8 depicts the buffer occupancy for the
case of 1 cognitive user and 3 primary users (i.e., 3 primary channels) for 2
pairs of values of α and β. Figure 8(b) shows that as the transition probability
from busy to idle (α) increases, the buffer occupancy increases. The same is
observed when the transition probability from idle to busy (β) decreases.

To exploit the possibility of using multiple channels, as offered by the CR
technology, we relax the restriction of transmitting video frames over only
one channel, even if more than one channel is available. Figure 9 depicts the
buffer occupancy for two different scenarios. First, Figure 9(a) shows the buffer
occupancy for the case of 1 SU and 3 PU channels, while Figure 9(b) shows
the buffer occupancy for the case of 1 SU and 4 PU channels. As expected,
this figure shows that as the number of PU channels increases, the buffer
occupancy is enhanced, which is expected to help in maintaining continuous
video playback at the SU. It is also important to note that there will always be
a decreasing/fluctuating trend in the buffer occupancy as time goes by. This
is simply explained by the fact the some of the channels used by the SU will
be lost due to the activity of their PUs. The occupancy will also be affected
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(a) 1 SU and 3 PUs (a) 1 SU and 4 PUs

Fig. 9 Impact of channel assignment on the occupancy of the playback buffer.

when the transmitted frames are of considerable sizes due to the activity of
the video sequence.
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Fig. 10 Receiver buffer occupancy using the proposed hybrid rate control and adaptive
playback scheme.

It is important to note that there are sometimes unavoidable situations
in which all channels are busy, and in such cases no video frames could be
transmitted. The impact of such cases on the streaming process could be con-
tained through building the playback buffer with enough number of frames that
guarantees continuous playback until a channel (or more) becomes available.
Figure 10 shows the achieved receiver buffer occupancy using the proposed hy-
brid rate control and adaptive playback scheme. The figure shows that buffer
starvation can be avoided and hence, the goal of continuous video playback
may be achieved. In more detail, the quality of the reconstructed video is
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adapted based on the number of frames available at the playback buffer using
two possible techniques: rate control and adaptive playback. If the number of
frames in the buffer is less than the predefined threshold, the size of each video
frame and the playback rate are reduced accordingly. In our simulations, the
threshold is arbitrarily set to 20 frames. If there are less than 20 frames in the
playback buffer, the size of each frame is reduced to speed up the frame trans-
mission rate, which typically results in degradation in the perceptual quality.
The playback rate is also reduced from 30 frames per second (fps) to 22.5 fps.
The results shown in Figure 6 prove that the buffer is not likely to starve and
hence, achieves the goal of maintaining a continuous video playback.
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Fig. 11 Receiver buffer occupancy, (2 SU, 4 PUs, α = 0.6, β = 0.4).

Hence, we investigate the possibility of assigning multiple channels, as also
offered by the cognitive radio technology, among different SUs and hence,
improving the viewing quality on the SUs end. To do so, we simulated several
scenarios. Figure 10 shows the buffer occupancy of the playback buffers of two
SUs for the case of 2 SUs and 4 primary users with the α = 0.6 and β = 0.4. In
this scenario, we considered a simple assignment mechanism. In more detail, if
two or four channels are available, then each of the SUs gets an equal share of
the channels. If three channels are available, each SU gets one of the channels
and the third one is assigned in a round robin time division fashion to the two
users. Similarly, if only one channel is available, this channel is also assigned
in a round robin fashion among the two contending SUs. Please note that
more sophisticated channel assignment scenarios are also possible and will be
considered in our future work. This could include assignments based on the
dynamics of the playback buffer along with the channel quality as experienced
by the SUs, in addition to the importance of the transmitted information and
their deadlines.
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5 Conclusions

In this paper, the channel availability of the primary users channels to the sec-
ondary users was represented by a finite-state Markov chain (FSMC) model.
A closed-form expression that characterizes this availability was also obtained
and verified. In addition, a simple hybrid rate control and adaptive playback
scheme was proposed and used. Simulation results demonstrated the efficacy
of this simple rate control mechanism in limiting the fluctuations in the oc-
cupancy of the playback buffer that could arise due to the unavailability of
channels and/or the time-varying nature of the channels, if any. The impact
of the number of PUs channel in addition to their parameters on the buffer
occupancy was also investigated. Finally, channel assignment between SUs was
considered in our study.

In a future work, more complex scenarios in channel assignment among the
SUs will be studied. Also, efficient scheduling schemes will be developed to en-
sure continuous video playback for all cognitive users in the system. The hybrid
rate control mechanism will be extended through the integration of other al-
ternative solutions such as layered coding, error concealment, and adaptive
modulation.
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