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Abstract—The new video coding standard, HEVC, was de- transcoder based on content modeling [4]. Here, we explore
veloped to succeed the current standard, H.264/AVC, as the other transcoding solutions based on a content-based imgdel

state of the art in video compression. However, there is a lot of

legacy content encoded with H.264/AVC. This paper proposes and

evaluates several transcoding algorithms from the H.264/AVC to
the HEVC format. In particular, a novel transcoding architectur e,

approach, in which the transcoder adapts the transcoding
parameters based on the contents of the sequence being
transcoded, and further evaluates the concept of contesgeb

in which the first frames of the sequence are used to compute the modeling on the transcoder efficiency.

parameters so that the transcoder can “learn” the mapping for
that particular sequence, is proposed. Then, two types of mode
mapping algorithms are proposed. In the first solution, a single
H.264/AVC coding parameter is used to determine the outgo-
ing HEVC partitions using dynamic thresholding. The second
solution uses linear discriminant functions to map the incoming
H.264/AVC coding parameters to the outgoing HEVC partitions.
This paper contains experiments designed to study the impact
of the number of frames used for training in the transcoder.
Comparisons with existing transcoding solutions reveal that the
proposed work results in much lower rate-distortion loss at a
competitive complexity performance.

I. INTRODUCTION

By definition, transcoding is the process that converts from
one compressed bitstream (called the source or incoming bit
stream) to another compressed bitstream (called the tvdadc
or outgoing bitstream) [5], [6], [7]. Several properties yna
change during transcoding: the video format [8], [9], the
bitrate of the video [10], [11], the frame rate [12], [13],eth
spatial resolution [14], [15], the coding tools used (i@nge
bitstream might useB frames, while the other might not,
or scalability layers are added to the target bitstream], [16
and even the insertion of new information on the video, such
as watermarking [17], hidden data [18] or a layer for error
resilience [19].

In transcoding, it is always possible to use a combination

Index Terms—Transcoding, HEVC, machine learning.
. . ] ~of a suitable decoder and encoder in tandem, completely
T HE new video coding standard, so called High Efficierfecoding the incoming bitstream and then completely re-
Video Coding (HEVC) [1], developed by the JCT-VCqncoding it in the target format. Here, this is defined as the
group to replace the current H.264/AVC standard [2]. Thgivial transcoder While this approach usually achieves high
main goal of the HEVC codec is not to provide videqality of the transcoded sequence and can be used for any
compression with different features, such as error cdmedr  (4yget conditions, it is not efficient from the point of view o
scalability capabilities, but rather to significantly impe the complexity.
rate distortion performance, compared to th_e current si@hd  The two main categories of transcoders dremogeneous
H.264/AVC, in order to allow for new applications, such aganscoding (the conversion of bitstreams within the same
beyond high-definition resolutions (so callel’, 3840 x 2160 format) andheterogeneous transcodifige., between different
pixels, ands, 7680 x 4320 pixels). formats). Homogeneous transcoding is commonly used to
~ The motivation for a H.264/AVC to HEVC transcodercnange the bitstream in order to adapt it to a new functiopali
is twofold: (i) to be ready to promote inter-operability forg,ch as a different bitrate or spatio-temporal resolutioet-
the legacy video encoded in H.264/AVC format, when newiogeneous transcoding can also provide the functioesli
applications using the HEVC emerge; and (i) to be able igymogeneous transcoding, such as reduction of bit rate and
take advantage of the superior rate-distortion performanfc change of spatio-temporal resolution, but it is mainly dadin
the HEVC. The first will be useful when the first applicationgy the change of format. The H.264/AVC to HEVC transcoder
are launched that use the new standard, while the second cayjis in the latter category.
be used straight away to migrate the abundant existent videqy, many solutions, heterogeneous transcoding is achieved
content encoded in the H.264/AVC format. ~ by completely decoding the source stream and re-encoding it
In this paper, we build on our previous work [3], in which the target format reusing information present in the seur

we proposed a H.264/AVC to HEVC transcoder based Qfysiream to speed up the transcoding. This is known as the
a metric called Motion Vector Variance Distance [3], and,scaded pixel domain approags, [6].

another work in which we proposed a MPEG-2 to HEVC Thjs paper is organised as follows: Section Il provides a
review of the relevant literature on heterogeneous tratingo
especially on algorithms for mode mapping, which is the main

- focus of this paper. Section Il details our previous work
on the topic, which is used as benchmark to evaluate the
transcoding options proposed here, while Section IV detail
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these transcoding options. Finally, Section V presents thelutions are built around similar ideas: first, few framés o
experiments and Section VI concludes the paper. test sequences are transcoded using a trivial transcoder. F
these frames, some features are computed and stored for each
macroblock, along with the optimal mode used to encode said
macroblocks. Then, a machine learning approach is used to
A simple way of classifying the contributions reported ie thgenerate an algorithm to map features computed using the
transcoding literature is to separate them into algoritfions incoming bitstreams into modes to be tested in the target
mode mapping, algorithms for motion vector approximatiofodec. The training is performed offline, with the goal of
and algorithms for motion vector refinement. The goal afeveloping a single, generalized, mapping that can be wsed f
the mode mapping algorithms is to use information on thfanscoding any MPEG-2 video. In the first of these solutions
incoming bitstream in order to avoid testing all modes fqp4], the features used include the MPEG-2 macroblock apdin
the target format. On the other hand, the goal of the motienode, the coded block pattern, and the means and variances
vector approximation algorithms is to maximize the reuser each4 x 4 residual block, generating a total 8 features.
of the motion vectors in the incoming bitstream in order t; the other solutions [25], [26], the list of features was
avoid costly motion estimation operations in the targebelec.  expanded to include the MPEG-2 DCT coefficients, neighbour-
Finally, the goal of the motion vector refinement algorithmiiig macroblock information, coded block pattern, the motio
is to improve the reused and approximated motion vectors wctors, the mean and variance of thex 4 residual blocks,
that a good prediction can be achieved. and the variance of the means and mean of variances for
The HEVC is able to use the same reference frame structesgch group of means and variances, generating a tote lof
as the H.264/AVC [20] and, if this is the case, it would nofeatures. A similar approach was presented by some of the
need motion vector approximation algorithms. At the sam@me authors in the context of a Wyner-Ziv to H.264/AVC
time, the impact of the motion estimation module in the HEV@&anscoder [27]. In this solution, three features are used t
complexity is much smaller than the impact for other codecgenerate the mapping algorithm, being the SAD of the residua
such as the H.264/AVC, and so MV refinement algorithmsomputed in the Wyner-Ziv decoding process, the lengthef th
would not yield the same gain as in other transcoders. Howotion vector generated by the Wyner-Ziv decoding process,
ever, the HEVC uses a large number of modes, making mogied information from the Wyner-Ziv reconstruction process
mapping algorithms very important for the transcoder. and the same offline training process is used.
In order to reuse the coding mode of a particular macroblockA transcoding solution from H.264/AVC to HEVC has
in the incoming bitstream, a range of algorithms have beelso been proposed by Zhang et. al. [28]. In this work, a
proposed. A simple mode mapping algorithm was proposeatkthod to transcode intra frames is proposed, mainly based
in the context of a H.264/AVC to MPEG-2 transcoder [8]. Iion selective merging of the incoming H.264/AVC intra modes
this algorithm, the H.264/AVC macroblock types are clasdifi and mapping them to larger HEVC CUs and PUs, according
in three categories, skipped, inter and intra, for macrchdo to the prediction direction found in the H.264/AVC bitstnea
encoded in SKIP mode, inter or intra modes, respectivelyor inter pictures, it builds on the power-spectrum baséet ra
Then, in the transcoder, only the modes associated witle thefistortion optimization (PS-RDO) [29]. In this method, the
classes are tested. Another simple algorithm, used in tfest of a motion vector in the transcoder is estimated froen th
context of VC-1 to H.264/AVC transcoding, was proposeghotion vector variation and power-spectrum of the predicti
[21]. In this work, since the VC-1 codec offers a smallesignal resulting from that motion vector. The PS-RDO model
number of modes than the H.264/AVC (for instance, onlg used to determine both the CU partitioning and the motion
blocks sizes of16 x 16 and 8 x 8 are used for motion vector used for each PU.
compensation, and there is no skip mode for a macroblock),
the transcoder uses both the macroblock type and the size of
the transform used in VC-1, proposing some rules based on
heuristics, summarized in the form of a look-up table, tadkec  In this work, we build on our previous work of H.264/AVC
which modes are tested in the outgoing H.264/AVC video. to HEVC transcoder [3]. Two transcoders were proposed: one
The block mode statistics are used in a MPEG-4 tg based on MV reuse; and the other is based on a metric
H.264/AVC transcoder [22]. In this work, several test sesalled MV Variance Distance. Both are briefly discussed here
guences are transcoded using a trivial transcoder in or@derthey are used to evaluate the proposed transcoders in this
to gather the macroblock mode conversion statistics. Tipaper.
information is then used to generate a look-up table, whsch i All transcoding methods presented in this paper are based
used during transcoding to decide which H.264/AVC modesm mode mapping algorithms. Therefore, the main idea is to
are tested according to the MPEG-4 mode. A similar approaake the H.264/AVC information in order to decide the CU
was used in a H.264/AVC to MPEG-4 transcoder [23]. and PU partitioning, instead of testing every possible Cd an
In other reported solutions, the idea of using the block modUJs. In this section, and for the remainder of this paper, the
statistics is expanded. Machine learning algorithms aesl ugesting of a PU is defined as the assessment of the best way
to map the modes in the incoming bitstream and decide howv encode that particular PU (i.e., deciding the parameters
the modes in the target codec are tested, in the context-ofotion vectors, transforms, etc...) and producing a rate-
MPEG-2 to H.264/AVC transcoding [24], [25], [26]. All thesedistortion cost. Similarly, the testing of a motion vectar i

Il. RELEVANT LITERATURE

IIl. PREVIOUS WORK



defined as the evaluation of the cost of that motion vectoeference frame. If the scaling is necessary, then all motio
and comparing this cost with the motion vectors that werectors are scaled to the frame which is closest to the curren
previously tested for that particular PU. In all cases, thiadlt frame. If any part of this CU was encoded using an intra

metrics used in the HM reference software are used. mode, then the metric does not produce a value. Before the
metric is computed, the motion vectors are propagated to the
A. A Transcoder based on MV Reuse 4 % 4 blocks (i.e., the minimum size in H264/AVC), and then

This simple transcoder was presented before [3] for the scgvee variance is calculated. This way, the motion vectors are

purpose of evaluating the effect of the motion vector reu eelghted according to the area that they represent.

technique [30], [31] in a H.264/AVC to HEVC transcoder The idea of using this metric is that, if a large area has a

which is a technique that is ubiquitous in transcoding. It fow value v, it means that all motion vectors in this area are
ilar, and thus it is more likely that this partition willeb

not by any means designed to be a very efficient transcod@H" ) . o i
but it is useful to identify the areas where the largest gain, encodeql using a_larger CU n the HEVC, as it IS more likely
terms of transcoding efficiency, can be achieved. The wakfighat & single motion vector will accurately predict the venol

of the algorithm is the same for each coding unit (CU) in thgY- On the other hand, if the same area has a high vajue
HEVC, and it is based on two main ideas: then the motion vectors within this area are very differant]

1) If any part of this CU was encoded in intra mode irt]hus it is less likely that this block will be encoded using a

H.264/AVC, then all possible intra and inter modes arlé:lrge .CU n _the HE\./C. (mea’?'”g It is more likely _that It W!"
i ) ) e split). This way, it is possible to combine the informatio
tested; otherwise, only the inter modes are tested. . -
2) For any inter partition unit (PU), all H.264/A/C motionfor different H.264/AVC macroblocks and make a decision for
Y b ' ' a large block in the HEVC codec.

vectors within the current PU are tested. The motion Two threshold d to decide h ficular CU wil
vectors are reused at integer-pixel level, without arg/ Wo thresholds are used to decide how a particular Wi

further refinement at this level. Then, at half-pixel an € t_ested, namelio,, andThign, which defines three different
quarter-pixel, the default HM search is applied (testin glonTsR1 (@ < Tiow), B2 (Tiow < v =< Thign) and Ry

the eight neighbours at half-pixel level, then the eight’ ~ high)- _ _

neighbours at quarter-pixel level). The transcoder algorithm works independently for each CU,

Note that this transcoder reuses the incoming motion ve gardless of the CU size. The possible prediction unitssjPU

Y . . . that can be tested are divided in four groups: (i) SKIP; (itgr
tors, but not the partitioning. All inter modes available ”iNxZN; (i) all remaining inter modesAN x N, N x 2N, the

the HEVC are considered, including the Asymmetric Motio ] : .
Partition, AMP [32] - for these partitions, the AMP speed[-&MP modes, andV x N'); and () the intra modes(V x 21,

up setting, present in thel M/4.0rc1 reference software [33], N x N and PCM). In addition, the transcoder can decide if the

is enabled. The remaining HEVC settings are the same %g will be split or not (if SO, the CU'is split in four S“b‘CF’S'
the low-delay configuration forfM4.0rcl, including the as usual). Then, depending on the value of the MV Variance

fast mode decision flag (which is enabled). Therefore, t Ps'Stilcde_U for this particular CU, four different settings can

transcoder saves complexity only by avoiding the motio
estimation (which is performed using a fast motion algonith 1) if the CU is considered similar (i.e., if < Tj,,,), then
based on the Enhanced Predictive Zonal Search, EPZS [34]), only the PU groups (i) and (ii) will be tested and the

and by not testing all intra modes. CU will not be split;
2) if the CU is considered as dissimilar (i.e.pit> Thign),
B. A Transcoder based on MV Variance Distance then only the PU groups (i) and (iii) will be tested, and

the CU will be split.
3) if the CU is not similar nor dissimilar (i.e., ., <
v < Thign), then the PU groups (i), (i) and (iii) (i.e.,

This transcoder is based on a similarity metric, the MV
Variance Distance, and, according to this metric, make the
d?"'S'O” of hc_;w o test a particular CU. The MV Variance all inter modes) will be tested and the CU will be split;
Distance metric produces a value> 0 for each CU that can and
be tested in the HEVC. This metric is based on the variance

X . ] 4) if the valuev cannot be computed (i.e., if
of the H.264/AVC motion vectors, and it is computed as: one H.264/AVC partition within the CU was encoded as

5 3 intra), then all PU groups are tested and the CU is split.
v=1/(02)"+ (o) 1) . .

The algorithm starts from the largest CU sizgl (x 64),
where o2 and o7 are the variances of each component afomputing the MV Variance Distance for that CU. Then,
the H.264/AVC motion vectors within the CU. If the motionaccording to thes value for the CU, the transcoder tests only

vectors do not have the same reference frame, they are scatedPUs for the groups indicated by the aforementioned rules

using the formula: If the rules state that the CU should not be split (i.ew i&
Tiow), then the transcoder selects the best mode, according to
MUy = <ﬁ> MU —a (2) the modes tested, and proceeds to the next CU. If the CU is
@ split, the algorithm is applied in the same manner to each of

wheren is the current framep — « is the reference frame the four sub-CUs, computing a new similarity valudor the
used by the H.264/AVC motion vector amd- 5 is the target sub-CUs, until the final possible depth is reached.



IV. PROPOSEDTRANSCODING SOLUTIONS Total length: n frames

The transcoder presented in the previous section offers d )
good rate-distortion and complexity performance, andrsffe
an interesting insight into tackling the H.264/AVC to HEVC

transcoder. If the best mode to encode a given CU could

be accurately predicted from information in the H.264/AVC _ n-k ‘
bitstream, then a large amount of computation could be saved! g A J
with virtually no quality loss. Even if the best mode cannot Training: T Transcoding:

be predicted, if the less likely modes are ruled out, then the k frames n-k frames
transcoding could still be made faster with a small penaity i Model

rate-distortion performance. Generation

In the reviewed transcoder based on MV Variance Distance,
however, the choice of the thresholds is still a concerfig. 1. Transcoding operation. When transcoding the firstames, all
Fist, the thresholds are used regardless of the depth of IERNE moses 1 e [EUC e st Ths bt caterg prese
CU, which gives the same tolerance to decide the split f@kining phase). Finally, it starts tieanscodingphase, where the model is
a 64 x 64 partition and al6 x 16 partition. Second, and used to select which partitions will be tested.
most important, the same thresholds are used for different
sequences, regardless of the content of the sequences or the
quantization parameters used to encode it. Finally, ondy timproved, since the parameters will be more related to the
MV Variance distance is used in the decision loop - otheontent, compared to a transcoding solution where no h@ini
information from the H.264/AVC bitstream are ignored. is performed, or then training is performed using other wide

In order to overcome these issues, we propose two negquences.
solutions: dynamic thresholding and content modeling gisin
linear discriminant functions. This transcoder also uses f
tures computed from information in the H.264/AVC bitstreamy . common transcoding settings
(such as the MV Variance Distance) to decide how to test
a given outgoing CU. However, the thresholds used in thisThe transcoding settings explained in this sections are
proposed transcoder are computed adaptively for the aurréte same for all of the proposed transcoding options based
sequence being transcoded. Also, the features are only uggddynamic thresholding and content modeling using linear
to decide the modes for thet x 64 and 32 x 32 CUs. As for discriminant functions. Hence, these techniques, whiefttze
the 16 x 16 and8 x 8 CUs, the mode used in the H.264/AvCmain novelty of this paper, can be better compared to each
bitstream is used in the decision process instead. other.

Other solutions involving mode mapping using machine The MV Reuse and MV Refinement techniques are used in
learning algorithms have been proposed [24], [25], [26§/l of the proposed transcoders. For any outgoing HEVC PU
[27]. However, all these solutions attempt to build a singlsize, all H.264/AVC motion vectors within the area defined by
generalized, mapping that can be used for transcoding dhg PU are considered for integer motion estimation, and no
bitstream. Also, most of these solutions use a large numdgrther refinement is performed at the integer pixel levéle T
of features, and use a machine learning algorithm whosearch is then followed by the default HEVC sub-pixel search
training is complex, not being suitable for use in the pregbs Also, for all of the proposed transcoders defined in this
transcoder. section, the dynamic thresholding and the linear discramin

Both the dynamic thresholding and the linear discriminafnctions are applied only to the lower HEVC coding defihs
functions are based on the same training stage. For a sesjueana1 (i.e., for CUs of sizés4 x 64 or 32x 32 - in this paper, we
of n frames, the firstt frames are used for training, andare always assuming a largest CU siz&¢# 64). For higher
the transcoding operates in the following— & frames, as depths (i.e., for CUs of siz&6 x 16 or smaller), a simple mode
shown in Fig. 1. When transcoding the training sub-sequene@pping algorithm that uses only the H.264/AVC partiti@nin
(i.e., the firstk frames), all modes in the HEVC are testeds used. Note that the mode mapping for the higher depths is
and the H.264/AVC information is used only for trainingonly used if the algorithm chooses to split the larger CU.
purposes. Using the information gathered at this stage, theTests have shown that keeping the exact same partitions as
transcoder computes the thresholds or the weights for tin@ incoming H.264/AVC leads to large rate-distortion &xss
linear discriminant functions, as explained in the follogi and the complexity reduction is small. For this reason, a
sections. different strategy has been designed. The rationale used is

The advantage of using the training stage is that thest HEVC partitions that are of the same size or larger than t
transcoding parameters can be adapted to the content of th264/AVC patrtition. A simple look-up table is used to dexid
current sequence being transcoded. If the number of franvelsich modes will be tested in the HEVC outgoing bitstream,
used for training is kept small, the impact on the transogdirmaccording to the H.264/AVC macroblock and sub-macroblock
complexity will be small as well, as the rati@;—"? will  types. The complete look-up tables for théx 16 and8 x 8
be close tol. In addition, the transcoder efficiency can b&€Us are listed in Tables | and Il, respectively.



TABLE |

PUs TESTED FOR Al6 x 16 CU ACCORDING TO THEH.264/AVC yn_n
MACROBLOCK TYPE. 2
H.2647/AVC Macroblock Type
PSKIP 16 x 16 16 x 8 8 x 16 8x 8 INTRA
SKIP/MERGE X X X X X X T[ O

2 2N X 2N X X X X X »
I 2N x N X X X -
e N X 2N X X X T[ X
4 2N X nlU X X X
a 2N x nD X X X
Q nR x 2N X X X
g nL X 2N X X X -TU

N XN —

INTRA X 2

SPLIT X X

TABLE Il Fig. 2. Computing the motion vector phase. Additionally to phases shown

PUS TESTED FOR A8 X 8 CU ACCORDING TO THEH.264/AVC on the plot, the phase of th®, 0) motion vector is considered to Ilie

SUB-MACROBLOCK TYPE.

S [T e N coefficient was transmitted. The idea of using the number of
g [SRINATPRGE | X = DCT coefficients is that, if there is a small number of DCT
é PR X . X X coefficients for a given block, it means that the prediction f
5 EREaT X X X that block was good and the residual is small and, therefore,
i nH XN XX X a good prediction may be found using a larger block. On the
TN X X other hand, if there is a larger number of DCT coefficients for

a given block, then the prediction for that block is not good,
and the block may need to be sub-partitioned to find a good
B. Proposed Dynamic Thresholding prediction. Natl_JraIIy, .the informa_tion. on the mption ve‘sto.

i ] ] ] .~ may help on this decision, but this will be considered later i

In this technique, a single feature from the incoming,;q paper.

H.264/AVQ bitstream is considered, and the mapping is Per-3) Energy of DCT Coefficientsthis feature is computed as
formed using two thresholdsl,,, and Thign. As such, the p " >, C?, whereC; denotes the DCT coefficients within a
training stage is used in order to compute these thresholdg ticylar incoming block. Note that, since the minimumesiz
Here, four different incoming features are considered, @ne,, which the feature is computed is for3a x 32 block, the
a time: the MV variance distance, the MV phase variancgymbner of coefficients is the same whether the H.264/AVC
the number of DCT coefficients and the energy of DCY 4 or § x 8§ transform was used within the block. The
coefficients. The features are computed for each outgoipgy of using the energy of DCT coefficients is the same as

HEVC CU, and they are only computed if all incomingnhe number of DCT coefficients, but the energy gives a more
H.264/AVC macroblocks within that CU are encodednter  ,mpjete information about the magnitude of the residua th

mode. Also, .aII incoming features produ.ce positive valucfﬁst the number of coefficients.
equal to or higher than zero. The MV variance distance was

explained in Sec. IlI-B, and the other features are expthin€omputing the thresholds
next.

1) MV Phase VarianceDifferent from the MV variance In order to adapt the thresholds to the content of the current
distance, which measures the variance of the magnitude S§fuence being transcoded, during the training stagerahe-t
the motion vectors, this feature is computed as the variahcecoder computes the relevant incoming feature for each block
the phases of all incoming motion vectors within a particul&/Sing the H.264/AVC information, and stores these features
block. When multiple reference frames are used, the ideaifoan arrayF?® = [f¢' . fi' . .., f§_,], with elementsf{,
use the phase, instead of the magnitude of the motion vectd¥§ered refers to the depth of the outgoing CU andefers
is necessary to overcome the limitation of scaling the nmotid® the feature computed for a particular GUand NV refers

vectors so that they point to the same reference frame. TiRethe number of CUs. For the training frames, the computed
phase is computed as: features are not used to decide which partitions will bestist

instead, all HEVC modes are tested for these frames. Afeer th
©) decision for a given CU has been made, the transcoder stores
the mode chosen in an arra@? = [cd , ¢f, ..., ¢&_,].
Note that the phase lies in the closed interVair,n], wherec refers to the class of thieth CU. In order to simplify
according to Fig. 2. Also, of particular interest, the phase the large number of modes in the HEVC codec, the transcoder
the (0,0) motion vector is considered to lte Clearly, before stores the chosen mode information in three classes: (igif t
computing the variance, the motion vectors are also prapdgaCU was split; (ii) if the CU was encoded as SKIP or with a
to each4 x 4 block. 2N x 2N PU; and (iii) if the CU was encoded using any other
2) Number of DCT CoefficientsThis simple incoming mode.
feature is the number of non-zero DCT coefficients encodedAfter the training stage is done, the transcoder uses the two
in the H.264/AVC bitstream for a particular block. The magarrays,F¢ and C?, to compute the threshold§? andT,figh
nitude of these coefficients is not used, just whether or not\@hered corresponds to the depth of the outgoing HEVC CU)

_ k k
phase = atan?2 (mvn_m_a.y, mvn_m_a.a:)
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Fig. 3. Mode distribution and threshold computation for eliént features: (a) MV Variance Distance; (b) MV Phase Vaéga (c) Number of DCT
Coefficients; and (d) Energy of DCT Coefficients. The seqedrging encoded is Basketball Drill, the data refers to tls¢ i frames and the CU i64 x 64
pixels.

using a percentile criterion. For each depth, the threshatd mode is tested for this depth, and the CU is split.
computed as: « Otherwise (i.e., if7jt, < ff < T}, ,, shown as region

« T{ is chosen as the highest value for whigh% of Ry, in the figure), then all modes are tested for this depth,
the HEVC partitions withf? < T}% are encoded using ~ and the CU is split.

either the SKIP o2N x 2N mode.

o T, is chosen as the lowest value for whighf of the | I I >
HEVC partitions with f > T}, , are encoded using a 0 Tow Thigh Feature
higher depth (i.e., encoded in split mode). v J

Note that the90% percentile is derived heuristically. This Ro R1 R,

could be though as the transcoder complexity control. Fig. 3 o
illustrates the computation of the thresholds using ther fofig- 4. Threshold-based feature classification.

features. In the figure, it can be seen that, for all featutes, ) ) }
higher the value of the feature, the more likely it is thatttha According to the incoming feature value, the transcodéstes

CU is split in the HEVC. On the other hand, the lower ththe outgoing PUs according_ to these rules. If the rules state
value of the feature, the more likely it is that the CU is erembd e CU should not be split, it chooses the best mode, among
with a PU size oRN x 2N. Regardless of the feature valuelh0Se tested, and proceeds to the next CU. Otherwise, if the
a small amount of CUs are encoded using the other mode! IS SPIit, the algorithm is repeated for the four childredsC
(class (iii)). unless the chlld CU is of S!ZEG X }6, in which case a S|mple.
Once the transcoding of the training sub-sequence is fifi0de mapping from the incoming H.264/AVC bitstream is
ished, the thresholds are computed. For the rest of the FaméSed:
the transcoder uses the computed thresholds to decide which
HEVC partitions will be tested. For this transcoder, acomgd C. Content-Modeling Using Linear Discriminant Functions
to the incoming feature valug’ for the corresponding outgo-  In the previous sections the proposed transcoder uses only
ing CU, the transcoder will apply the following rules, whictone feature at a time. However, an alternative approachdvoul
are shown in Fig. 4. involve the use of many features in an attempt to better predi
o If f4<T2 (Ro, in the figure), then only the SKIP andthe outgoing HEVC partitioning. There are several methods
the2N x 2N modes are tested, and the CUnist split. in the literature that could be used to classify a given set
o If f& > T,figh (R, in the figure), then only the SKIP of features [35], [36], [37]. Here, a simple method is used,



Automatically classified each CU is stored in an arrags?. The first modification,
as SPLIT compared to the dynamic thresholding solution, is that the
( \ transcoder stores the chosen mode information in only two
classes: (i) if the CU was split; and (ii) if the CU was not
l ] > split. Therefore, the transcoder is attempting to classifly
IO ITgigh MV Variance Distance whether the CU was split or not.

\ It was noted that one of the incoming features, the MV
Further classified with variance distance, has a very high correlation with one ef th
LDFs two aforementioned classes. A block with a high value for the
MV variance distance is most likely to be split. For this @as
Fig. 5. Example of classification. All CUs with a MV Variancesbince the incoming blocks with a MV variance distancehigher
highe_r _than the threshomgigh are automgtically classified as split. For_ thethan a threshold j(iiligh' computed as th&0-th percentile,
Limlﬂgsﬁ#i} 'r']'z)?fpﬁt'.scr'm'nam functions (LDFs) are utedlassify it o oynlained in Sec. IV-B) are removed from the set on the
assumption that they shall be split. For the rest of the inagm
blocks (i.e., for whichv < T}, ), the classification is applied

using the linear discriminant function solution. This pedare
Decision for a given CU . . )
is illustrated in Fig. 5.

Compute the MV Variance In order to use the linear discriminant functions, seven

Distance U using the incoming features are considered for thex 64 and32 x 32
H.264 MVs for this CU

CU sizes:
— 1) The total number of H.264/AVC partitions in the incom-
Ne A””"’:;i;'ﬁ;i‘:f“"’” ing CU. This is the number of different inter-prediction
discriminant functions blocks in the H.264/AVC for the region defined by the

current CU.
2) The MV variance distance, as introduced in Sec. IlI-B.
3) The variance of th& component for the motion vectors

Compute the cost for within the CU.
the 22N SKIP mode 4) The variance of thg component for the motion vectors
3 within the CU.
Splitthe B into four 5) The MV phase variance, as introduced in Sec IV-B.
Test all PU modes at this 6) The number of DCT coefficients, as introduced in Sec.
l depth, and decide the IV-B
Repeat th d best mode for this CU ' .. L
f:rp::ch Sﬁfrcoﬁu:;ﬁ = 7) The average energy of the DCT coefficients. This is
depth 1) energy of the DCT coefficients (as introduced in Sec.
Il v IV-B) divided by the number of DCT coefficients. If
Select the CU/PU partitioning with there are no non-zero DCT coefficients within the CU,
the minimum cost, among those oo .
tested then it is considered as zero.
PR After it finishes transcoding the training sub-sequence, an
Inis e decision . . .
after the CUs with MV variance distance > T}, , are

removed from the set, the remaining elements in the set are
Fig. 6. Flowchart of CU mode decision using the linear disannit function US€d to compute the optimal weights for the linear discrantn
approach. functions. Denote the sequence of feature vectors in this se

that belongs to classby X; = [x;1 X2 ... Xix,]",Where

X; is aN; x M matrix, M is the dimensionality of the feature
called Linear Discriminant Functions [38]. The main reasoyector and\; is the total number of feature vectors in cldss
this method was chosen is that both the training and tk@ncatenating th&; matrices for both classes (i.e., split and
classification themselves are very low complexity operetio not split) results inX = [X, X;]”, where X, represents
Basically, a linear mapping is computed between the incgmithe feature vectors for clags (split) and X; represents the
features and the outgoing CU classes. The linear mappindg@gture vectors for clask (not split). At the same time, let;
based on the well-known least-squares method using a nés-the ideal output vector for clagswhich is a column vector
iterative solution [38]. Thus, this method can be used ingiie  comprised of zeros and ones, suchyas= [1y, , Oy,]" and
transcoder loop without hindering the transcoder complexi ¥1 = [On, , 1n,)" . Again,y = [yo yi]"

During the training stage, the transcoder computes all fea-The training procedure consists of computing the optimum

tures for each block, storing it in an arr&g? (whered refers weight vectorw;”’t that minimises the distance betwegn
to the depth of the CU). Also, for the training sub-sequencend a linear combination of the training feature vectrs;
all the outgoing HEVC modes are tested, and the decision frch that



A. Evaluating the Training Stage

opt

Wi

= arg min || Xw; —yil|, 4) In the following experiments, first the original sequence is
Wi encoded using H.264/AVC at High Profile, and usinglBR
o ) ) : configuration withl reference frame. The reference software
Eg. 4 indicates that the optimal weight vectof” could 31 1242 [39] is used.
be obtained by miqimiging théﬁ-nor.m of t.he  ITor VECIOr  Afterwards, the H.264/AVC bitstream is transcoded to the
e; = Xw; —y;. Minimising this function using the.*-norm HEVC using one of the transcoding options. For HEVC, the
leads to: reference software for the A/4.0rc1 encoder is used with the
default settings [33], with &4 x 64 largest CU (LCU) size
Xy, (5) and LCUs are encoded in raster scan order, using the same
reference frame structure as the H.264/AVC (called the low-

which can be simply solved. Once the optimal weights afelay reference frame structure in HEVC, with one reference
computed, using the classifier is a simple operation. Xet frame). For all transcoding options, fast motion estinratod

be the feature vector that needs to be classified as one of i mode decision are used for HEVC , as defined in the
two classes. This can be done by evaluating the output of t#ig\/4.0rcl reference software.

feature vector against al models, computing a set stores ~ The QPs used to encode the H.264/AVC bitstream are
s;, such as: {37,32,27,22}, and the same QPs are used for HEVC. Four

sequences are used to evaluate the proposed transcoders:
opt Basketball Drill832 x 480 50 Hz, BQMall 832 x 480 60 Hz,
si = Xcow, (6) Party Scene’32 x 480 50 Hz and Race Horse832 x 480

. ) 30 Hz. All of these sequences are part of the HEVC testing
Then, the class of the sequencé- is determined by gataset.

wi = (XTX)"

choosing the class with the highest score: Five options of the proposed transcoder are evaluated (i.e.
four of the dynamic thresholding solution and one using the
¢ = arg maz (s;) (7) linear discriminant functions solut?on). Three other ops are
i used as benchmarks. The full list of tested transcoders, as

h the followi orithm lied to decide whi hreferred to in this section, are as follows:

en, the following algorithm is applied to decide whic - L

partitions are tested for each CU. When deciding which modesl) RT'EP_ZS' this cqrresponds to the trivial tran scode_r,
decoding the entire sequence and re-encoding using

will be tested for a given CU, the transcoder first computes ; . :
9 P the HEVC standard fast motion estimation and mode

the MV variance distance. If v > T}figh, then this partition decisi laorith Thi o d hor both
is split into four sub-CUs and the algorithm repeats itseif f ecision algorit ms. This option Is used as anchor bot
for BD-rate calculation and speed-up results.

the CUs at the next depth (only the SKIP mode is tested at .
the current depth, before splitting). Otherwise, the tcadsr 2) RT-MVR: the transcoder based on .MV Reuse: this
computes the remaining features and applies the clasgificat correspands to the transcoder shown in Sec. ”I'B [3].
again for the four sub-CUs. If the outcome is split (i.e., if 3) R.T'MVVD: The trqnscoder based_ on the MV Variance
the score for the split class is higher than the score for the Distance as seen in Sec. llI-B, with parameteys, =

not split class), then this partition is split and the alori L Thign =100 [3]. . .

repeats itself for the CUs at the next depth (again, only the4) PTDT-MVVD: _The dyna_mlc thr_esholdlng transcoder
SKIP mode is tested at this depth). Otherwise, if the outcome (Sec. IV-B) using MV Va”af“ce Dlstance_.

is not to split, then all modes at this depth are tested and thes) PTDT-MVPV. _The dynamic thr.esholdlng transcoder
partition is not split. Finally, the transcoder decides for the (Sec. [V-B) using MV Phase Variance.

best mode among those tested, and proceeds to the next CL?) PTDT-NDCT. The dynamic thresholding trqn_scoder
This algorithm is shown in Fig. 6. (Sec. IV-B) using the number of DCT coefficients.

This algorithm is applied for thé4 x 64 and32 x 32 CUs. 7) PTDT-EDCT: The dynamic thresholding transcoder

For thel16 x 16 and8 x 8 CUs, the H.264/AVC macroblock (Sec. IV-B) .usmg the energy of D.CT coeflicients.

. . 8) PTCM-LDF: The content modeling transcoder (Sec.
and sub-macroblock types are used, as explained in Sec. IV-A IV-C) using Linear Discriminant Functions
Also, if there is an intra block within the CU, then the g '

algorithm is not used and all partitions are tested for tHag C  The experiments are designed to provide answers to the
and the CU is split. following questions: (i) how many frames are needed during

the training process to build an efficient model; and (i) for
how long will the training model remain valid (i.e., for how
V. EXPERIMENTAL RESULTS many frames can the model be successfully applied). Thus,
three different training lengths were tested), 25 and 50
In this section, we present two sets of experiments in ordeames, and, in order to investigate the impact of using the
to evaluate the proposed methods. The first set is designedame parameters for a longer period, three different lengfth
evaluate the training stage, while the second set evaltiagesthe sequences were us@di, 5 and10 seconds. The complete
proposed transcoder in more practical scenarios. results are shown in Tables Ill, IV and V, both in terms of BD-



TRANSCODER RESULTS USING 0 FRAMES FOR TRAINING USING RT-EPZSAS ANCHOR. BD-RATE FIGURES ARE SHOWN IN PERCENTAGE

TABLE Il

Basketball Drill BQ Mall PartyScene RaceHorses
Transcoder BD-rate  Speed-up| BD-rate  Speed-up| BD-rate  Speed-up| BD-rate  Speed-up
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
L‘g RT-MVR 2.29 1.09 2.27 1.08 1.39 1.10 1.94 1.10
o~ RT-MVVD 5.34 2.15 7.80 1.95 15.1 2.19 3.99 1.65
I PTDT-MVVD 3.61 1.77 4.36 1.85 2.69 1.79 2.77 1.50
g PTDT-MVPV 7.11 1.73 6.61 1.72 3.21 1.72 2.79 1.45
S PTDT-NDCT 5.13 1.89 6.85 2.03 2.92 1.88 4.08 1.67
— PTDT-EDCT 5.57 2.11 7.91 2.28 3.19 2.08 4.54 1.76
PTCM-LDF 4.93 2.00 5.98 2.12 3.23 1.99 5.42 1.71
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
» RT-MVR 2.24 1.09 2.15 1.07 1.35 1.10 1.95 1.10
Ll? RT-MVVD 5.80 2.14 7.10 2.01 14.2 2.16 3.70 1.76
- PTDT-MVVD 4.04 1.82 4.00 1.94 2.97 1.86 2.79 1.58
S | PTDT-MVPV 7.78 1.78 5.88 1.79 3.53 1.79 2.80 1.52
§ PTDT-NDCT 5.31 1.97 6.55 2.18 3.36 1.96 3.84 1.79
PTDT-EDCT 5.77 2.20 7.69 2.48 3.63 2.18 4.31 1.89
PTCM-LDF 5.43 2.08 5.58 2.26 3.59 2.09 4.94 1.76
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
n RT-MVR 2.36 1.09 1.89 1.07 1.09 1.10 2.05 1.10
= RT-MVVD 6.15 2.13 717 1.96 16.2 2.33 4.37 1.69
_g PTDT-MVVD 4.43 1.86 3.92 1.96 2.68 2.00 3.35 1.63
5 | PTDT-MVPV 8.26 1.81 5.33 1.80 4.15 1.96 3.34 1.56
S PTDT-NDCT 5.66 2.00 6.42 2.22 3.32 2.14 4.71 1.83
= PTDT-EDCT 6.09 2.25 7.58 2.58 3.58 2.40 5.33 1.94
PTCM-LDF 5.84 2.12 5.93 2.34 3.34 2.27 6.59 1.87
TABLE IV
TRANSCODER RESULTS USIN@5 FRAMES FOR TRAINING USING RT-EPZSAS ANCHOR. BD-RATE FIGURES ARE SHOWN IN PERCENTAGE
Basketball Drill BQ Mall PartyScene RaceHorses
Transcoder BD-rate  Speed-up| BD-rate  Speed-up| BD-rate  Speed-up| BD-rate  Speed-up
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
L‘g RT-MVR 2.29 1.09 2.27 1.09 1.39 1.09 1.94 1.08
~ RT-MVVD 5.34 2.16 7.80 1.96 15.1 2.19 3.99 1.66
I PTDT-MVVD 2.96 1.57 4.02 1.63 2.09 1.55 2.05 1.31
'%, PTDT-MVPV 3.38 1.52 4.48 1.55 2.14 1.52 2.04 1.29
S PTDT-NDCT 4.42 1.67 6.35 1.82 2.36 1.64 2.95 1.42
— PTDT-EDCT 4.68 1.79 7.00 1.98 2.63 1.78 3.36 1.47
PTCM-LDF 4.42 1.74 5.63 1.87 3.07 1.72 4.71 1.44
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
» RT-MVR 2.24 1.09 2.15 1.07 1.35 1.11 1.95 1.10
Ll? RT-MVVD 5.80 2.18 7.10 2.05 14.2 2.21 3.70 1.79
- PTDT-MVVD 3.64 1.72 3.82 1.79 2.55 1.73 2.45 1.48
S | PTDT-MVPV 4.17 1.65 4.12 1.69 2.65 1.68 2.42 1.44
§ PTDT-NDCT 5.06 1.84 6.28 2.08 2.96 1.84 3.29 1.64
PTDT-EDCT 5.28 2.01 7.09 2.31 3.29 2.04 3.78 1.73
PTCM-LDF 5.14 1.95 5.69 2.13 3.62 1.96 5.00 1.68
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
0 RT-MVR 2.36 1.09 1.89 1.07 1.09 1.10 2.05 1.10
= RT-MVVD 6.15 2.18 717 2.01 16.2 2.38 4.37 1.72
_g PTDT-MVVD 4.05 1.80 3.73 1.84 2.35 1.87 3.19 1.56
5 | PTDT-MVPV 4.52 1.72 4.09 1.75 2.75 1.84 3.08 1.50
S PTDT-NDCT 5.54 1.94 6.33 2.19 2.96 2.04 4.40 1.74
= PTDT-EDCT 5.77 2.13 7.26 2.48 3.39 2.31 5.04 1.85
PTCM-LDF 5.65 2.18 6.41 2.27 3.45 2.19 7.78 1.78

rate [40] and transcoding speed-up. For all cases, RT-ERZShighly correlated to the HEVC motion vectors. The RT-MVVD
used as anchor for both BD-bitrate and speed-up figures. shows good speed-up figures (up 238, for PartyScene

Note that the speed-up figures for RT-MVR and RT-MVvVv»eéquence encoding seconds of the sequence, shown in Table
for this experiment are lower than those shown in the origin/, and 2.04 on average), but the RD loss is significantly

paper [3]. The reason is that in this experiment only orfigher, especially for the PartyScene sequence (Ui,
reference frame was used, instead of four. shown in Table |V) and BQMall (Up t8.80%, shown in Table

It can be seen that reference transcoder based on the Ml/seduences.
Reuse (RT-MVR) shows a loss of up #£29% in terms of Using the dynamic thresholding approach, the RD perfor-
BD-rate (for Basketball Drill sequence encodi2g seconds, mance loss is significantly lower, regardless of the feature
shown in Tables Ill, IV and V), and.9% on average, but used. In the worst case, the BD-rate l0oss8i86%, when
the speed-up is only ot.09, on average. These speed-upsing the MV phase variance as feature (PTDT-MVPV) (for
figures implies that relying on the MV reuse alone is nddasketball Drill sequence, usinty) frames for training and
sufficient for an efficient transcoder, as the gains in terfns wanscodingl0 s, seen in Table Ill). Among the features, the
complexity are rather low. On the other hand, the good RMV variance distance (PTDT-MVVD) presented the lowest
performance implies that the H.264/AVC motion vectors af@D-rate loss for the majority of the cases, with a BD-rateslos
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TABLE V
TRANSCODER RESULTS USINGO FRAMES FOR TRAINING USING RT-EPZSAS ANCHOR. BD-RATE FIGURES ARE SHOWN IN PERCENTAGE

Basketball Drill BQ Mall PartyScene RaceHorses

Transcoder BD-rate  Speed-up| BD-rate  Speed-up| BD-rate  Speed-up| BD-rate  Speed-up
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
g RT-MVR 2.29 1.09 2.27 1.09 1.39 1.10 1.94 1.10
o~ RT-MVVD 5.34 2.15 7.80 1.96 15.1 2.19 3.99 1.66
I PTDT-MVVD 2.24 1.40 2.93 1.45 1.47 1.36 1.09 1.14
'g PTDT-MVPV 2.36 1.36 3.10 1.40 1.43 1.33 1.03 1.13
S PTDT-NDCT 3.14 1.45 4.41 1.51 1.66 1.41 1.42 1.17
- PTDT-EDCT 3.40 1.52 5.31 1.68 1.80 1.46 1.61 1.19
PTCM-LDF 3.24 1.49 5.01 1.61 2.52 1.47 2.59 1.19
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
» RT-MVR 2.24 1.09 2.15 1.07 1.35 1.11 1.95 1.10
Ll? RT-MVVD 5.80 2.13 7.10 2.01 14.2 2.17 3.70 1.76
- PTDT-MVVD 3.24 1.60 3.12 1.65 2.18 1.56 1.97 1.35
S | PTDT-MVPV 3.52 1.54 3.18 1.58 2.19 1.66 1.91 1.32
§ PTDT-NDCT 4.44 1.69 4.90 1.79 2.59 1.74 2.46 1.44
PTDT-EDCT 4.70 1.79 6.09 2.05 2.78 1.77 2.91 1.50
PTCM-LDF 4.63 1.76 5.89 2.01 3.62 2.17 4.16 1.48
RT-EPZS 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0
n RT-MVR 2.36 1.09 1.89 1.07 1.09 1.10 2.05 1.10
= RT-MVVD 6.15 2.13 717 1.97 16.1 2.33 4.37 1.48
_g PTDT-MVVD 3.90 1.72 1.89 1.76 2.04 1.75 2.86 1.43
5 | PTDT-MVPV 4.25 1.65 3.35 1.67 2.11 1.68 2.80 1.61
S PTDT-NDCT 5.16 1.85 5.40 1.95 2.68 1.90 3.81 1.70
= PTDT-EDCT 5.45 1.99 6.75 2.32 3.00 2.03 4.45 1.66
PTCM-LDF 5.51 1.94 7.35 2.14 3.69 2.06 7.59 1.68

. TABLE VI
ranging from1.09% (for RaceHorses sequence, withframes AVERAGE RESULTS FORPTCM-LDF, USING RT-EPZSAS ANCHOR.

for training and encodin@.5 s, seen in Table V) tot.43%

i H ini BD-Rate Speed-Up
(for Baske'_[ball Drill sequence, with0 frames for training Busic FramLS wsedl T Tmin
and encodingl0 s, seen in Table IIl). For most of the tests, 0 25 50 [ 10 25 50

255 | 489 445 3.34 | 1.95 1.69 1.44
58 4.88 4.86 4.57 | 2.04 193 1.85
10s | 542 582 6.03 | 2.15 210 1.95

the MV phase variance (PTDT-MVPV) also presents a very
low loss, close to PTDT-MVVD, with the notable exception
of Basketball Drill and BQMall sequences using frames
for training (seen in Table Ill), where the loss is among the
highest. However, the speed-up figures for both PTDT-MVVDsed for training compared to the length of the sequence
and PTDT-MVPYV are the lowest for the dynamic thresholdingeing encoded is the highe$t)(frames used for training and
approach. The fastest option for the majority of the casesédacoding only2.5 seconds).
using the energy of the DCT coefficients (PTDT-EDCT), atthe On the other hand, it can also be seen that the speed-
expense of a worse RD loss. USing the Linear DiSCI’iminan gain when encoding a |arger seguence is rather small.
Functions (PTCM-LDF), the speed-up figures are closer fhcoding5 seconds results in a speed-up gainldfs, 1.13
PTDT-EDCT, while the rate distortion performance loss |§nd 1.20, when usinglO, 25 and 50 frames for training,
lower. respectively, on average among all features and sequences,
Analysing the tables, it can be seen that, as expected, fifgnpared to encoding only/5 seconds. Encoding0 seconds
higher the number of frames used for training and the shorf@sults in a speed-up gain 004, 1.07 and1.09, when using
the sequence being transcoded, the better the rate distorfi0, 25 and 50 frames for training, respectively, on average
performance (although there are a few exceptions, notalginong all features and sequences, compared to encéding
when using the Linear Discriminant Functions (PTCM-LDFjeconds. Notice that the largest difference occurs whergusi
encoding5 and 10 seconds). However, apart from the MV50 frames for training and encoding shorter sequenees (
Phase Variance feature (PTDT-MVPV), this gain in perfond5 seconds), and even in this case the gain is Qol.
mance is rather low. Using5 frames for training results in  Table VI compares the number of frames used for training
—0.9%, —0.57% and —0.40% average BD-rate gains whenand the length of the sequence being encoded for the specific
encoding2.5, 5 and 10 seconds, respectively, compared tcase of the Linear Discriminant Functions (PTCM-LDF). Al-
using only 10 frames for training, on average among although there are a few outliers, the behaviour discussekin t
features and sequences. Usiitigframes for training results on previous paragraphs can be observed: the longer the tgainin
—1.15%, —0.59% and —0.38% average BD-rate gains whensequence and the shorter the sequence, the better the rate
encoding2.5, 5 and 10 seconds, respectively, compared tdlistortion performance (the lowest average 18s34%, occurs
using 25 frames for training. This happens for two reasondor training with 50 frames and encoding.5 seconds of the
generally, a longer training yields a better model, and thes sequence). At the same time, the shorter the training sequen
loss in the transcoding phase is lower; and because the twsd the longer the sequence, the fastest the transcoder (the
rate-distortion performance is obtained in the trainingt,pafastest option, a®.15, occurs for training withl0 sequences
when full encoding is being performed. Note that the largeahd encodingl0 seconds). However, for both cases, this
difference occurs when the ratio of the number of framaffference is rather small.

Length




11

. . TABLE VI
Among the incoming H.264/AVC features that have been TRANSCODER RESULTS IN PRAGTICAL SCENARIOS

tested, the best compromise between complexity and rate-

P H i i i 1 BD-Rate
distortion performa_nce is obta_lned When_f_:l co_mbln_atlon of Sequence|Method | Speed-Up| Average  Low —High
all features, combined by a linear classifier (in this case, RT-EPZS 1.00 0.00  0.00 0.00
using linear discriminant functions, PTCM-LDF), is used. B Kimonol | RTWVY® | 393 yor e

. . . - .0 . . .
The experiments were carried out to find out the number S RT-EPZS 1.00 0.00 0.00 0.00
of frames needed for training and also if the model built is ParkScenel RTMVMD | 227 Tabem e
robust enough to be used for a long period. From the results RTEPZS 1.00 0.00 000 0.00
of these experiments, it was observed that the gain in rate-| o | Kimonol | RT-MVVD 2.16 296 195 4.09

. . . Q, PT-LDF 2.69 3.75 3.25  3.92
distortion performance of using more frames to generate the Q RT-EPZS 700 000 000 000
model is rather low. At the same time, while the rate-digtort ParkScene| RT-MVVD 2.91 9.83 507 144

f | f vi hi del f | iod PT-LDF 3.06 4.42 4.83 3.74
performance losses of applying this model for a long perio RTEPZS 100 500 000 000
are small, the gain in complexity is also rather low. This | _ | Kimonol | RT-MVVD 2.04 279 2.02 3-25

. . : A, PT-LDF 2.43 3.59 3.36 3.43

!eads to the conclusion that a be_tt_er transcoding _ophoridrvou x RTEPZS 100 0.00—0-00"—0.00
involve using less frames for training and encoding a shorte ParkScene| RT-MVVD 2.75 809 442 115
PT-LDF 2.72 4.26 5.02  3.49

sequence, repeating the training more often, in order tp kee
track of the properties of the sequence being transcoded. Th
way, the speed-up could be kept at roughly(for a low- .

delay configuration using only one reference frame - Iargté:re RD loss quite large (betwedrb7% and9.83% of average

; : tfrate, being as high as4.4% when only high bitrates are
speed-up figures are expected if more reference frames gcr)%sidered as seen in Table VII). This is expected, sinise th
used), while the benefits of a small rate-distortion lossldiou ' ' P '

be retained. In addition. the transcoder would be rc)bustnl}ethod uses fixed thresholds that may not be suitable foy ever

i ence.
the sequence properties are changed. The exact paramest% .
could be changed according to the application, or it could be%;' the other hand, the proposed method, PT-LDF, is much

. ) ; more reliable, with RD loss in the range95% to 4.42%.
done adaptively, using algorithms to detect scene chardgs [Also even performing the training for trﬁﬂ; fir$00 frames Oit

42] to decide when to build a new model, or developing an

([algg)rithm specifically to decide when a new model sh%u% k%% also faster t.han RT-MVVD for all cases tested excepF one

built. arkScene withf PP1 structure, vyhere both methods yield
the same speed-up factor. In addition, the PT-LDF offers the
same level of performance for both low and high bitrates.

B. Experiments in more practical scenarios Finally, the results show that the method performs well for

In this set of experiments, the proposed LDF method %I reference frame structures tested, and that it can Hedsca

evaluated in a more practical scenario. Again, the originEﬂr HD content.
sequence is encoded using H.264/AVC at High Profile, how-
ever, three reference frame structures are used: (i)P#&h VI. CONCLUSIONS ANDFUTURE WORK
structure withl reference frame, denoted AB P1; (ii) an IPP In this paper, transcoding solutions based on dynamic
structure with4 reference frames, denoted BB P4; and (iii) thresholding and content modeling are proposed, in which
anIBBP structure withl reference frame, denoted &8 BP. parts of the sequence are used for training. During theitgin
The reference software JM 14.2 [39] is used. stage, full re-encoding is applied, and the transcoder then
Afterwards, the H.264/AVC bitstream is transcoded to thgses this information, along with the information from the
HEVC using three transcoding options: (i) the trivial trems H.264/AVC bitstream, to generate a content-specific maalel t
der, RT-EZPS,; (ii) the transcoder based on the MV Varianeeap the H.264/AVC partitions into HEVC CUs. Afterwards,
Distance as seen in Sec. IlI-B, with parametéjs, = 1, the transcoder applies this model to decide which parstion
Thign = 100 [3], RT-MVVD; and (iii) the proposed method are tested for the rest of the sequence. Experiments have
with the linear discriminant functions, using the fitstframes shown that the performance of this transcoder is much better
for training, PT-LDF. For these experiments, the referentkan similar transcoding options based on fixed thresholds,
software for theH M 9.1rcl encoder is used with the defaultyielding a much lower rate-distortion loss at a competitive
settings [43]. complexity performance. In particular, tests have shovat th
The QPs used to encode the H.264/AVC bitstream attee proposed approach using linear discriminant functions
{37,32,27,22}, and the same QPs are used for HEVGields good results even in difficult enviroments, such asgis
Two sequences are used: Kimondd20 x 1080 24 Hz and multiple reference frames or B-frames.
ParkScend 920 x 1080 24 Hz. Both sequences are part of the Among the transcoding options proposed, the dynamic
HEVC testing dataset. The results are presented in Table Ytesholding using the MV variance distance as the metric
and Fig. 7. resulted in the lowest RD loss, while the dynamic thresmgdi
The first thing that can be seen from these results is thating the energy of the DCT coefficients as metric was
RT-MVVD does perform really well in some cases, such as fohe fastest, for most of the cases. Using linear discrintinan
Kimonol usingl BB P structure, where it offers a loss of onlyfunctions to combine several features presented the bast co
1.57% with a speed-up factor of.94. However, the range of promise, with a speed-up close to the dynamic thresholding
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IBBP; (e) IPP4 and (f) I PP1 reference frame structures.

using the energy of the DCT coefficients but at a lower RO9]

loss, compared to the trivial transcoder.

The work presented in this paper also opens up several int[%]

esting directions for future work. For instance, other niaeh

learning techniques could be used, instead of the simpadin

discriminant functions, and different set of features doog

: 11
explored to improve the transcoder performance. Also, néw]

options to decide when to re-build the transcoding model, (i

when to perform the training stage again) could be explordd?]

either based on scene change detection algorithms or a kind

of “internal control” to detect when the model is no long
optimal and trigger a new training.
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