Android Mobile App for Real-Time Bilateral Arabic Sign Language Translation Using Leap Motion Controller
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Abstract— This paper introduces an android mobile App for real-time bilateral Arabic sign language translation. The system is designed to operate on isolated sign language words. The mobile App has four main components; sign language capture for training, sign language capture for translation, voice to sign language translation and a sign language quiz game. Therefore, the Mobile App can be used for bilateral communication with the deaf community. Acquisition of sign language words is performed using a portable Leap Motion Controller that is connected to the USB of the mobile phone through an OTG adapter. We use simple feature extraction approaches based on statistical features such as mean, variance and covariance. We also use simple classification approach based on the minimum distance classifier. Classification results performed using 15 different sign language words revealed that excellent classification results are achieved. In comparison to a similar system that uses data gloves, our system has the advantage of higher accuracy and the advantage of real-time processing using a mobile App.
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I. INTRODUCTION

Sign language recognition is a means of communication between the hearing and the deaf societies. Many technical solutions are proposed and implemented for translating sign language into text. Likewise, text and/or speech can be translated into sign language to facilitate bilateral communications.

Research work on sign language recognition is reported for many languages such as Arabic [1], Indonesian [2], American [3], Indian [4] and Thai [5]. Most of sign language recognition research is simulation-based and does not work for real-time applications. However, with the advent of mobile Apps, true deployment of sign language translation systems is profiling. For instance, a Vision-based Android App for Indonesian sign language using the OpenCV computer vision library is proposed in [2]. The App recognizes alphabets of the Indonesian sign language in real-time. Likewise, a mobile App for recognizing alphabets of the American sign language is proposed in [6]. The App uses a vision-based approach for the sign language recognition.

In general, sign language recognition systems can be classified according to the data acquisition used. Typically vision-based system is used [7], however sensor-based acquisition is usually more accurate. Such approaches include data gloves [8] and sEMG and inertial sensors [3].

Noteworthy in the field of Arabic sign language recognition is the work reported in [8]. The authors compiled a dataset of Arabic sentences using data gloves and proposed a novel classification technique suitable for sequential data.

Lastly, the leap motion controller connected to a PC, rather than a mobile phone, was used for alphabet sign language recognition. In [9] a recognition rate of 80% was reported for English alphabet, in [10] an accurate recognition of 100% was reported for the same alphabet. For the Indian and Chinese alphabet, recognition rates ranging from 90%-96% are reported in [11] and for the Arabic alphabet, a recognition rate of 99% was reported in [12].

In this work, we propose and develop a real-time Android App that captures sign language gestures using a sensor device connected to the USB port. Therefore, there is no restriction of wearing data gloves whilst retaining the advantage of sensor-based acquisition which is known to be more accurate than vision-based solutions.

Furthermore, the proposed mobile App has four main components; sign language capture for training, sign language capture for translation, voice to sign language translation and a sign language quiz game.

The rest of the paper is organized as follows. Section 2 introduces the mobile App developed for bilateral sign language translation. Section 3 introduces the employed feature extraction techniques, Section 4 explains the used classification approach, Section 5 presents the classification results and Section 6 concludes the paper.

II. MOBILE APP FEATURES

We implement our Arabic sign language recognition system using a mobile App. The App is developed using Android Studio
2.2. For the proposed mobile system to capture hand movements, we used a Leap Motion Controller (available online www.leapmotion.com) that connects to the USB of the mobile through an OTG adapter. The controller tracks hand movements using infrared cameras with a 150° field of view with 8 cubic feet of interactive space. The controller connected to the mobile App is shown in Figure 1.

![Fig. 1. Leap Motion Controller connected to the proposed App](image)

The controller captures and stores the following information about hand movements: Hand’s x, y and z directions, hand grab strength and finger tip’s x, y and z positions for all hand figures. Therefore, the total number of variables is 19. The controller comes with an SDK version 2.3.2+35031 (alpha) for Android Apps Development.

Our mobile App has four main components; “sign language capture for training”, “sign language capture for translation”, “voice to sign language translation” and a “sign language quiz game”. Therefore, the Mobile App can be used for bilateral communications with the deaf community.

In the “sign language capture for training” part, the user creates a new sign language word and repeats it five times as illustrated in the screen shot of Figure 2.

![Fig. 2. Screenshot of adding a sign language word](image)

The user can add and delete as many sign language words as needed.

In the “sign language capture for translation” part, the user acts a sign language word in the field of view of the Leap Motion Controller and the mobile App will recognize it and translate it into text and speech as illustrated in Figure 3.

![Fig. 3. Screenshot illustrating the translation of a sign language word into text and speech](image)

In the “voice to sign language translation” part, the user is asked to speak a word and the system will translate it into a sign language video as illustrated in Figure 4.
Lastly, the “sign language quiz game” part is developed to help users learn sign language. In the quiz, a sequence of sign language animated GIFs are displayed and the user selects the correct corresponding word from a list of words as illustrated in figure 5.

III. FEATURE EXTRACTION

The Leap Motion capture device reads a sequence of 19 variables at a temporal resolution of 60 samples per second. A sequence of $N$ sensor readings belonging to a certain sign language word $m$ is represented by the matrix $S_m$, as:

$$S_m = [s_1 \ s_2 \ \cdots \ s_N]^T \quad (1)$$

We use two approaches for feature extraction, namely; a covariance approach and a window-based approach.

A. Covariance approach

For feature extraction in this approach, we start by computing the covariance of the $S_m$ matrix; $C_{ij} = \text{Cov}(S_m)$. We then append all the elements on and above the main diagonal into one feature vector $v_m$ as follows:

$$v_m = [C_{ij}; i \leq j] \quad (2)$$

Where $v_m$ is the feature vector representation of the word $m$. To form the final feature vector, we append the mean vector of $S_m$ to $v_m$ such that:

$$v_m = [\mu_{S_m} \ C_{ij}; i \leq j] \quad (1)$$

B. Window-based approach

For feature extraction in this approach, we start by dividing the above feature matrix into 3 non-overlapping matrices as follows:

$$S_m = [S_{m1} \ S_{m2} \ S_{m3}]^T \quad (4)$$

To remove the temporal demission from the data, we accumulate the absolute differences of all sensor readings into one vector. We apply the concept of accumulated differences to both submatrices $S_{m1}, S_{m2}$ and $S_{m3}$ such that one feature vector $v_m$ is formed:

$$v_m = \left[ \frac{\sum_{n=1}^{N} |x_{n+1} - x_n|}{\sum_{n=N}^{2N-1} |x_{n+1} - x_n|} \right] \sum_{n=2N+1}^{N} |x_{n+1} - x_n| \quad (2)$$

In addition to the accumulated absolute differences, we also experiment with appending the mean and standard deviation vectors of each submatrix. These vectors can be appended to $S_m$ to form the final feature vector for a given sign language word. For a shorter notation we refer to the accumulated absolute differences of Equation (5) as $d_{m1}, d_{m2}$ and $d_{m3}$ hence the final feature vector is represented as:

$$v_m = [d_{m1} \ \mu_{S_m1} \sigma_{S_m1} \ d_{m2} \ \mu_{S_m2} \sigma_{S_m2} \ d_{m3} \ \mu_{S_m3} \sigma_{S_m3}]^T \quad (3)$$

The concept of accumulated absolute differences was successfully used in both vision and glove based sign language recognition as reported in [7] and [13].

For the training dataset, once the feature vectors are computed using either Equation (3) or (6), the feature vectors are arranged into one feature matrix. The variables of the matrix are normalized by computing their z-scores. The corresponding means and standard deviation of each variable are stored and used for normalizing a test feature vector prior to classification.
IV. CLASSIFICATION

In this App, we use a simple classification approach based on the minimum distance classifier. Denote a feature vector in the training set as \( \mathbf{t}_i \) where \( i = 1..M \) and \( M \) is the total number of feature vectors in the training set. We classify a feature vector of a sign word \( \mathbf{v}_j \) by computing its distance with all training feature vectors. The label of the training feature vector corresponding to the minimum distance is then used as a class label for \( \mathbf{v}_j \).

Formally, the class label is computed as \( \text{label}(\text{arg} \min_i (D_e(\mathbf{v}_j, \mathbf{t}_i))) \) Where \( D_e \) is the Euclidian distance and \( \text{label}(.) \) is a function that finds the class label of a FV’s index from the training set.

V. EXPERIMENTAL RESULTS

We test our system using 15 sign language words. In the training phase, which is implemented using the mobile app, each word is repeated 5 times. Feature extraction follows and the resultant feature vectors are stored in the dataset. The normalization parameters are also stored as explained in Section 3.

The sign language words used in our experiments are listed in Table 1. The table lists the English translation of each Arabic Sign language word.

<table>
<thead>
<tr>
<th>Seq.</th>
<th>Word</th>
<th>Seq.</th>
<th>Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>All of you</td>
<td>9</td>
<td>Loaner</td>
</tr>
<tr>
<td>2</td>
<td>You</td>
<td>10</td>
<td>Mercy</td>
</tr>
<tr>
<td>3</td>
<td>Never</td>
<td>11</td>
<td>Water</td>
</tr>
<tr>
<td>4</td>
<td>Dirham</td>
<td>12</td>
<td>Maybe</td>
</tr>
<tr>
<td>5</td>
<td>Me</td>
<td>13</td>
<td>Mountain</td>
</tr>
<tr>
<td>6</td>
<td>Loud</td>
<td>14</td>
<td>Thank You</td>
</tr>
<tr>
<td>7</td>
<td>Please Enter</td>
<td>15</td>
<td>Child</td>
</tr>
<tr>
<td>8</td>
<td>Cost</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the testing, we capture a sign language word and compare it against the training dataset as explained in Section 4. The classification accuracy is computed as the percentage of correctly classified test feature vectors.

In Table 2, we present the classification accuracy of the two proposed solutions of Section 3. Each solution is further divided into two sub solutions according to equations 2,3,5 and 6.

<table>
<thead>
<tr>
<th>Approach</th>
<th>10 words</th>
<th>15 words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariance only; Eq. (2)</td>
<td>88%</td>
<td>85.3%</td>
</tr>
<tr>
<td>Covariance and mean; Eq. (3)</td>
<td>94%</td>
<td>93.3%</td>
</tr>
<tr>
<td>Window-based, mean and standard deviation Eq. (6)</td>
<td>100%</td>
<td>98.7%</td>
</tr>
</tbody>
</table>

The table presents the classification accuracies for the first 10 and 15 words of Table 1. The lowest classification results are related to the case of computing only the covariance of sensor readings. This is expected as both the variance and means are required for a proper representation of sensor readings. Therefore, the use of Equation (3) in feature extraction enhanced the classification accuracy as shown in the table. On the other hand, the results in the table indicate that the window-based solution that includes the summation of absolute differences, means and standard deviations of sensor readings generate the highest accuracy classification results. This is so because the summation of absolute differences provides a very good representation of sensor readings. When combined with statistical features like the mean and standard deviation, excellent results are generated as reported in the table.

In comparison to existing solutions, the closest work is reported in [13], where 10 Arabic sign language words are used. Data acquisition was performed using data gloves and all processing was done off-line using Matlab®. The classification accuracy reported for user dependent classification was 95.3% when using the minimum distance classifier. Hence, the proposed solution in this paper has an advantage in terms of classification accuracy and more importantly, has an advantage in terms of being a real-time usable system in the form a mobile App.

In terms of real-time performance, the app was tested on Samsung Note 5 and the average time required for feature extraction and classification for 40 repetitions was 0.05 seconds.

VI. CONCLUSION

A mobile App is proposed and developed using the Android operating system to facilitate the bilateral communication between the hearing and deaf societies. The App captures hand movements using a Leap Motion Controller which is connected to the USB of the mobile through an OTG adapter. The App has a number of functions including system training, sign language to speech, speech to sign language and a sign language quiz game. Feature extraction was based on accumulated differences concatenated with the mean and standard deviation of sensor readings. A simple minimum distance classifier was used to make sure that the App runs in real-time. Experimental results revealed that excellent classification results are achieved for ten and fifteen sign language words. The classification results are 100% and 98.7% respectively.

In future work, we intend to extend the proposed solution into recognizing continuous sign language sentences.
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