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Abstract—Real time detection of the microgrid stability is 

crucial for determining and adjusting the power-sharing droop 

controllers' gains to maintain a sufficient stability margin. 

Maintaining minimum relative stability should be ensured at 

different operating conditions to accommodate any sudden system 

changes. This paper develops a novel subspace-based 

identification technique to assess microgrid stability real time 

without relying on offline analytical small or large-signal models. 

Unlike conventional system identification techniques that require 

the introduction of external excitation signals, the proposed 

method employs a simple routine through small and short-

duration perturbations in the active power droop gain of inverter-

based distributed generation (IBDG). The use of subspace 

identification does not require pre-defining the system’s order and 

avoids the exhaustive computations associated with iterative 

identification methods. The proposed stability assessment method 

has been tested on an IBDG microgrid considering different 

operating conditions in MATLAB/Simulink. The accuracy of the 

proposed real time stability assessment tool is determined by 

comparing the results to the analytically-derived small-signal 

model.   

Index Terms—Droop control, Microgrid, Stability assessment, 

Subspace identification, Distributed generation 

I. INTRODUCTION

N recent years, penetration of renewable energy sources

(RES) in traditional electrical networks surged significantly 

to reduce fossil fuel consumption and consequently minimize 

carbon dioxide emissions. This led to an increase in the RES 

installed capacity and motivated the formation of microgrids 

that can be operated in both grid-connected and islanded modes. 

Due to the low inertia of microgrids in the islanded mode, 

control and power management require thorough analysis to 

ensure voltage and frequency quality in addition to system 

stability [1]. Multiple techniques have been developed to 

control the challenging operation of the low inertia microgrids 

in the islanded mode [2]. An extensive review of active and 

reactive power sharing methods was presented in [3]. The droop 

controller originally proposed in [4] emulates the behavior of 

traditional synchronous generators providing a low-cost 

communication-free power-sharing solution. The conventional 

droop controller shares active and reactive power through 
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regulating the microgrid’s frequency and individual inverter’s 

output voltage, respectively [5]. The droop controller provides 

reference settings for the voltage and current control loops in 

the primary control level that is based on local measurements. 

A supplementary secondary control layer is required to restore 

frequency and voltage deviations caused by primary droop 

controllers [6], [7], [8], and [9]. In [10], the secondary control 

level is used to improve the efficiency in a droop-based control 

scheme. A two-level hierarchical control, including a 

centralized controller, is proposed to improve the dynamic 

performance and stability of the microgrid in [7]. A tertiary 

control level is adopted in a hierarchical microgrid control 

structure to ensure optimal power flow and economic operation 

[11], [12], and [13]. A review of the control levels and a 

comparison between the various control structures are given in 

[14]. Hierarchical, distributed, and decentralized control 

approaches are reviewed and discussed in [15] and [16]. 

Investigating small signal stability is an important issue for 

inverter-based distributed generation (IBDG) microgrids [5], 

[17], [18], [19] and [20]. The power-sharing droop controller, 

along with the low pass filter loops, introduces low-frequency 

modes that can reduce the relative stability of the microgrid [17] 

and [21]. The droop gains must be chosen properly to ensure a 

satisfactory transient response without compromising the 

dynamic stability of the microgrid. It has been shown that an 

IBDG microgrid’s domain of stability changes in the case of 

line or DG disconnections in [22]. Analytical conditions for the 

small-signal stability of practical microgrids based on droop 

gains and network parameters are given in [23].  

In [24], an adaptive control approach is proposed to improve 

the dynamic stability and performance of microgrids through 

the scheduling of transient droop gains. An adaptive 

feedforward compensator was developed to enhance the system 

stability of droop-based microgrids in [25]. The voltage droop 

was adaptively tuned to facilitate accurate reactive power 

sharing in [26]. Adaptive droop gains combined with varying 

virtual impedances are proposed to handle power fluctuations 

in microgrids with renewable energy sources in [27]. The 

authors in [28] proposed an accurate power-sharing via 

adaptive virtual impedance within a hierarchical control 

structure. An adaptive power droop is proposed to improve the 

dynamic stability and response when the microgrid is subject to 
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disturbances in [29].  

A successful adaptive control scheme must be combined with 

an online tool to assess microgrid dynamic stability at different 

droop gains and loading conditions. As the microgrid increases 

in size with respect to the number of DGs, lines, and nodes, 

small signal stability analysis becomes a computational burden 

due to the large dimension of the state-space models. One 

solution to deal with this challenging problem is to rely on 

reduced-order models. In [30], three different reduced-order 

network modeling techniques are discussed and compared to 

determine their accuracies regarding eigenvalues, stability 

bounds, and damping ratio. Although the model reduction 

approach is computationally efficient, it relies on an offline 

analytical derivation modeling based on a static deterministic 

network.  

In this paper, a novel real time stability assessment approach 

that adopts system identification is developed for inverter-based 

microgrids. The proposed technique will enable monitoring 

microgrid dynamic stability online based on real measurements 

and thus allowing for corrective actions to be taken to increase 

relative stability or stability margins. This assessment tool is to 

be incorporated in a hierarchical control scheme which would 

allow the secondary control level to tune the droop controllers 

adaptively while assessing stability online without resorting to 

complex offline analysis. The developed method adopts 

subspace identification techniques to determine the dominant 

eigenvalues and, consequently, relative stability, stability 

margin, and damping ratio of the oscillatory modes. The 

proposed technique relies on introducing a small pulsed 

perturbation in a DG’s active power droop gain followed by 

collecting real-time measurements to estimate a reduced-order 

model that is used to assess the current stability state of the 

islanded microgrid accurately.  

The rest of the paper is organized as follows; Section II 

briefly reviews the small-signal model of an IBDG microgrid. 

The use of the subspace identification technique to assess the 

microgrid’s stability is presented in Section III. In Section IV, 

the simulation results for various case studies are presented and 

discussed. Finally, conclusions are summarized in Section V.  

II. SMALL-SIGNAL MODEL 

The small-signal model for a droop-controlled islanded 

microgrid at a specific operating point is derived in [17]. One 

of the main advantages of the given procedure is its flexibility 

to accommodate any number of DGs and nodes. A typical 

IBDG control system interface is illustrated in Fig. 1. The 

output voltage and current are transformed to dq- components 

in a rotating frame at an angular frequency (𝜔). The 

instantaneous active and reactive power values are computed 

from the voltage, and current expressed in the dq-frame then are 

filtered through a low pass filter. The average values of the 

active and reactive powers are fed to the power controller to set 

the frequency and the reference voltage.  The voltage controller 

sets the reference current to the current controller, which is the 

innermost loop in this control scheme. Standard proportional-

integral (PI) controllers are implemented in the voltage and 

current control loops. The small-signal model of each DG is a 

combination of a set of small-signal models of droop controller, 

voltage controller, current controller, the output filter, and 

coupling inductance.  

The model of the 𝑖𝑡ℎ DG can be expressed as: 

 

[∆𝑥𝐼𝑁𝑉𝑖] = 𝐴𝑖𝑛𝑣𝑖[∆𝑥𝐼𝑁𝑉𝑖] + 𝐵𝐼𝑁𝑉𝑖[∆𝑉𝑏𝐷𝑄𝑖] + 𝐵𝑖𝜔𝑐𝑜𝑚[∆𝜔𝑐𝑜𝑚], (1) 

[
∆𝜔𝑖

∆𝑖𝑜𝐷𝑄𝑖
] = [

𝐶𝐼𝑁𝑉𝜔𝑖

𝐶𝐼𝑁𝑉𝑐𝑖
] [∆𝑥𝐼𝑁𝑉𝑖] 

[∆𝑥𝐼𝑁𝑉𝑖] = [∆𝛿𝑖   ∆𝑃𝑖  ∆𝑄𝑖  ∆ɸ𝑑𝑞𝑖   ∆𝛾𝑑𝑞𝑖  ∆𝑖𝑙𝑑𝑞𝑖   ∆𝑣𝑜𝑑𝑞𝑖   ∆𝑖𝑜𝑑𝑞𝑖]
𝑇, 

(2) 

where ∆ represents the small signal variation, 𝛿𝑖 corresponds to 

the angle between each inverter’s local reference frame and the 

global frame, (𝑃𝑖 , 𝑄𝑖 ) are the active and  reactive powers, 

(ɸ𝑑𝑞𝑖 , 𝛾𝑑𝑞𝑖) are the integration of the errors in the DQ voltage 

and current components, respectively while the remaining 

states (𝑖𝑙𝑑𝑞𝑖 , 𝑖𝑜𝑑𝑞𝑖  , 𝑣𝑜𝑑𝑞𝑖) are the dq components of output 

currents and voltage. ∆𝜔𝑐𝑜𝑚 is the frequency variation of the 

common rotating reference frame. In order to obtain the 

complete system model, sub-models for both network and loads 

were derived and integrated with inverters’ models to obtain the 

overall small-signal model for 𝑛𝑖𝑛𝑣 DGs connected to one 

network that has 𝑛𝑛𝑜𝑑𝑒 nodes through 𝑛𝑙𝑖𝑛𝑒  lines and supplying 

𝑛𝑙𝑜𝑎𝑑 loads.  The microgrid small-signal model is given by: 

 

 [

∆𝑋𝐼𝑁𝑉

∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞

∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞

]

̇

= 𝐴𝑚𝑔  [

∆𝑋𝐼𝑁𝑉

∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞

∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞

]  (3) 

where, ∆𝑋𝐼𝑁𝑉 , ∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞 , ∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞 are the combined state vectors 

of all the individual inverters, network lines, and loads, 

respectively, as follows: 

 

∆𝑋𝐼𝑁𝑉 = [∆𝑥𝐼𝑁𝑉 1 ∆𝑥𝐼𝑁𝑉 2    … ∆𝑥𝐼𝑁𝑉 𝑛𝑖𝑛𝑣]
𝑇

∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞 = [∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞 1 ∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞 2     … ∆𝑖𝑙𝑖𝑛𝑒 𝑑𝑞 𝑛𝑙𝑖𝑛𝑒]
𝑇

∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞 = [∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞 1 ∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞 2     … ∆𝑖𝑙𝑜𝑎𝑑 𝑑𝑞 𝑛𝑙𝑜𝑎𝑑]
𝑇 

 

The details of all the matrices are given [17] and are omitted 

here for brevity. Investigating the system’s state matrix 𝐴𝑚𝑔, 

the stability of the overall microgrid is checked based on the 

location of its eigenvalues along with the damping ratio of the 

system. The proposed work aims to provide an online tool for 

assessing the microgrid stability through determining the 

dominant eigenvalues (modes) of matrix 𝐴𝑚𝑔 using online 

measurements only. This is achieved via the subspace 

identification technique that is discussed in the next section.  

III. STABILITY ASSESSMENT METHOD 

A. Subspace Identification 

The use of subspace identification (SID) techniques in 

identifying MIMO systems avoids ill-conditioned 

mathematical problems, and the requirement of prior 

parameterization as the system’s order can be detected using 

singular value decomposition of the calculated matrices. An 

additional advantage in SID is its ability to use a non-iterative 

method that avoids non-linear optimization problems, as 

discussed in [31]. 



 
Fig 1. DG droop based interface control  

 

Consider the following Linear Time-Invariant (LTI) discrete 

deterministic system with 𝑙 inputs and 𝑚 outputs,  

 𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 
 𝑦𝑘 = 𝐶𝑥𝑘 + 𝐷𝑢𝑘  ( 

where 𝐴, 𝐵, 𝐶, 𝐷 are states, input, output, and direct matrices 

respectively, while 𝑥𝑘 , 𝑢𝑘, 𝑦𝑘  are system’s state, input, and 

output vectors respectively at time instant k. 

Using recursive substitution of equations (4) and  (5), we 

can conclude the following matrix input-output equations [31]. 

 𝑌𝑝 = Г𝑖𝑋𝑝 + 𝐻𝑖𝑈𝑝 

 𝑌𝑓 = Г𝑖𝑋𝑓 + 𝐻𝑖𝑈𝑓 

 𝑋𝑓 = 𝐴𝑖𝑋𝑝 + 𝛥𝑖𝑈𝑝 

Where,  

 Г𝑖 = [𝐶𝑇 (𝐶𝐴)𝑇 (𝐶𝐴2)𝑇 ⋯ (𝐶𝐴𝑖−1)𝑇]𝑇     
 𝛥𝑖 = [𝐴𝑖−1𝐵 𝐴𝑖−2𝐵 … 𝐴𝐵 𝐵]  

 𝐻𝑖 =

[
 
 
 
 

𝐷 0 0
𝐶𝐵 𝐷 0
𝐶𝐴𝐵

⋮
𝐶𝐴𝑖−2𝐵

𝐶𝐵
⋮

𝐶𝐴𝑖−3𝐵

𝐷
⋮

𝐶𝐴𝑖−4𝐵

      

…
…
…

0
0
0

⋮
…

⋮
𝐷]

 
 
 
 

  

𝑈0|2𝑖−1 =

[
 
 
 
 
 
 

𝑢0

𝑢1…
𝑢𝑖−1
𝑢𝑖

𝑢𝑖+1…
𝑢2𝑖−1

     

𝑢1

𝑢2…
𝑢𝑖

𝑢𝑖+1

𝑢𝑖+2…
𝑢2𝑖

    …     

𝑢𝑗−1

𝑢𝑗
…

𝑢𝑖+𝑗−2

𝑢𝑖+𝑗−1

𝑢𝑖+𝑗
…

𝑢2𝑖+𝑗−2]
 
 
 
 
 
 

 

 = [
𝑈0|𝑖−1

𝑈𝑖|2𝑖−1
] = [

𝑈𝑝

𝑈𝑓
]  

 𝑋𝑝 = 𝑋0 = [𝑥0 𝑥1
… 𝑥𝑗−2 𝑥𝑗−1] 

 𝑋𝑓 = 𝑋𝑖 = [𝑥𝑖 𝑥𝑖+1
… 𝑥𝑖+𝑗−2 𝑥𝑖+𝑗−1] 

 

The matricesГ𝑖 , 𝛥𝑖 , 𝑎𝑛𝑑 𝐻𝑖  are known as extended 

observability, reversed extended controllability, and lower 

triangular Toeplitz matrices, respectively. 𝑈𝑝, 𝑈𝑓, 𝑌𝑝 and 𝑌𝑓  are 

the past and future input and output block Hankel matrices, 

respectively. Each Hankel matrix consists of 𝑖 rows and 𝑗 
columns. The subscript •𝑝 stands for the past while •𝑓 stands 

for future data. It is important to state that the selection of 

number of rows 𝑖 should be larger than expected system’s order 

while 𝑗 expresses the length of identification data.    

From equations (7) and (8), the future block Hankel output 

matrix can be rewritten as follows: 

 𝑌𝑓 = [Г𝑖(𝛥𝑖 − 𝐴𝑖Г𝑖
+𝐻𝑖) Г𝑖𝐴

𝑖Г𝑖
†]𝑊𝑝 + 𝐻𝑖𝑈𝑓 

Where,         𝑊𝑝 = [
𝑈𝑝

𝑌𝑝
] 

•† denotes the Moore-Penrose pseudo-inverse  

Hence, by means of oblique projection, the past input and 

output component of  𝑌𝑓 can be extracted as:  

 𝑂𝑖 = 𝑌𝑓/𝑈𝑓
𝑊𝑝 = Г𝑖𝑋𝑓 

The extended observability matrix Гi is easily decomposed 

using singular value decomposition: 

 𝑂𝑖 = [𝑈1 𝑈2] [ 
𝑆1 0
0 0

]  [
𝑉1

𝑇

𝑉2
𝑇] =  𝑈1 𝑆1𝑉1

𝑇 

 Гi =  𝑊1
−1𝑈1𝑆1

1/2
  

   

System matrices (A and C) can be calculated as follows:  

𝐶 = 𝑓𝑖𝑟𝑠𝑡 𝑙 𝑟𝑜𝑤𝑠 𝑜𝑓 Гi 
 𝐴 =

Г𝑖
+Гi  

Where Г𝑖 denotes the matrix Г𝑖 without the first 𝑙 rows 

Г𝑖𝐴 = Г𝑖 

Conversely, extraction of B and D matrices starts by 

multiplying equation (7) by Г𝒊
⊥ from the left which results in:  

 Г𝑖
⊥𝑌𝑓𝑈𝑓

† = Г𝑖
⊥𝐻𝑖  

For simplicity, denote the left-hand side by M and Г𝒊
⊥ by 𝐿. 

 𝑀 = 𝐿𝐻𝑖 
Then extraction of B and D matrices is obtained by rewriting 

the previous equation and solving the least square problem: 

 [

𝑀1

𝑀2

⋮
𝑀𝑖

] = [

𝐿1 𝐿2 … 𝐿𝑖

𝐿2 𝐿3 … 0
…
𝐿𝑖

…
0

…
…

0
0

] [
𝐼𝑙 0
0 Г𝑖

] [
𝐷
𝐵
] 

 
Fig. 2 illustrates the steps required for the subspace 

identification technique. 



 
Fig. 2. Flowchart of the subspace identification approach. 

B. Online Stability Assessment Algorithm  

As discussed in section II, the microgrid small-signal model 

at a specific operating point is represented by an autonomous 

state matrix 𝐴𝑚𝑔. The stability assessment algorithm adopts the 

subspace identification tools to determine the dominant modes 

of an autonomous microgrid when operating at a certain loading 

condition. In other words, the algorithm will periodically 

estimate the matrix �̂�𝑚𝑔 and its eigenvalues by means of real-

time measurements. Fig. 3 illustrates the complete block 

diagram of the proposed algorithm, where the droop gain of one 

of the DGs is disturbed by the exciter, and real-time 

measurements (angle, active power, reactive power, line, and 

load currents) are collected, filtered, and fed to the subspace 

analyzer. The amount of active droop gain excitation ∆ 𝑚𝑝 is 

chosen as a compromise between limiting the perturbation to be 

as small as possible to the operating point and producing 

sufficient excitation to ensure correct estimation of the 

dominant eigenvalues. Typically, this disturbance is to be 

limited to 2%. The construction of subspace analyzer is very 

similar to the conventional subspace identification. However, 

as the microgrid model is represented by an autonomous state 

space as given in equation (16); the construction will be tailored 

for autonomous models. 

 

𝑋𝑚𝑔
̇ = 𝐴𝑚𝑔𝑋𝑚𝑔   

 𝑌𝑚𝑔 = 𝐶𝑚𝑔𝑋𝑚𝑔                            (16) 

where,  𝐶𝑚𝑔 is an identity matrix. The oblique projection 𝑂𝑖  

given by equation (11) will be modified, and then singular value 

decomposition (svd) is performed to determine the system’s 

order. 

 

 𝑂𝑖 = 𝑌𝑚𝑔 = Г𝑖�̂�𝑚𝑔                        (17) 

After that, the microgrid’s state and output matrices �̂�𝑚𝑔 , �̂�𝑚𝑔 

are estimated using the extended observability matrix Гi.  

 

�̂�𝑚𝑔 = Г𝑖
+Гi 

                               �̂�𝑚𝑔 = 𝑓𝑖𝑟𝑠𝑡 𝑙 𝑟𝑜𝑤𝑠 𝑜𝑓 Гi                    

The identified state sequence �̂�𝑚𝑔 is not necessarily in the same 

order as the state vector derived in equation (3). A full order 

estimated state-space model representation is related to the 

original small signal model by:  

�̂�𝑚𝑔 = T−1𝐴𝑚𝑔𝑇 

                             �̂�𝑚𝑔 = 𝐶𝑚𝑔𝑇  (19) 

 

where, 𝑇 is a transformation matrix. Nevertheless, given the 

non-uniqueness of state-space models the eigenvalues of both 

representations are the same as given in (20). 

 

 𝑒𝑖𝑔𝑒𝑛 𝑣𝑎𝑙𝑢𝑒𝑠 (�̂�𝑚𝑔) = 𝑒𝑖𝑔𝑒𝑛 𝑣𝑎𝑙𝑢𝑒𝑠 (𝐴𝑚𝑔) (20) 

 

 
Fig. 3. Stability Assessment Algorithm Block Diagram 

 

Stability assessment is based on evaluating the location of the 

eigenvalues after remapping the discrete eigenvalues to the 

continuous domain by the transformation 𝑠 =
ln(𝑧)

𝑇𝑠
 where 𝑇𝑠 is 

the sampling time used in the identification. Based on stability 

assessment, a control decision should be taken to enhance the 

microgrid’s stability. The whole cycle is repeated periodically 

every time 𝑇 which is selected based on the computation 

capabilities of the available controller. In addition, stability 

assessment could be initiated by some pre-defined events such 

as disconnection of a DG or network reconfiguration.   

IV. CASE STUDIES 

The IBDG microgrid setup given in  [17]  is considered for 

validating the developed online stability assessment tool. The 

network has three identical DGs (10 KVA rating) that are 

connected by means of two lines to supply two loads connected 

to bus1 and bus3, as illustrated by Fig. 4. The nominal phase 

voltage is 220 V, and the frequency is 50 Hz. The main 

parameters of this microgrid are given in Table I. mp0 is the 

nominal active power droop gain. 

    The viability of the developed technique was tested via three 

different case studies. The effect of active power droop changes 

is considered in the first case study, while the second one 

considers the effect of changing the microgrid X/R ratio, which 

imitates a partial change in network parameters. In these cases, 

the droop gain perturbation is introduced at DG1. The last case 

study considers the influence of changing the excitation 

location on the accuracy of estimating the system’s dominant 

modes where DG2 is chosen as the alternative location. The 



perturbation in the droop gain 𝑚𝑝 is a positive pulse with a 

width of 0.5 second and amplitude of 0.02𝑚𝑝 

 

TABLE  I 

MICROGRID PARAMETERS 

Parameter Value Parameter Value 

𝑅𝑓 0.1 𝑅𝑙𝑖𝑛𝑒2 0.35 

𝐿𝑓 1.35e-3 𝐿𝑖𝑛𝑒2 1.85e-3 

𝐶𝑓 50e-6 𝑅𝑙𝑜𝑎𝑑1 25 

𝑅𝐶 0.03 𝐿𝑙𝑜𝑎𝑑1
 0.1e-1 

𝐿𝐶 0.35e-3 𝑅𝑙𝑜𝑎𝑑2 25 

𝑅𝑙𝑖𝑛𝑒1 0.23 𝐿𝑙𝑜𝑎𝑑2 0.1e-1 

𝐿𝑙𝑖𝑛𝑒1 0.35e-3 𝑚𝑝𝑜 9.5e-5 

 

 
Fig. 4. Single Line Diagram of the Microgrid 

 

A. Effect of Changing Droop Gain  

The effect of changing the active power droop gain 𝑚𝑝 on 

the accuracy of the subspace analyzer, in estimating the primary 

and secondary dominant modes, was investigated for three 

different values of 𝑚𝑝. Estimated modes are plotted against the 

actual modes, obtained from the small-signal model which was 

derived analytically, in Fig. 5. It is clear that the dominant 

modes move towards the 𝐽𝜔-axis as 𝑚𝑝 increases, and that the 

estimated modes are very close to the exact values determined 

by the offline small-signal model for all three droop values.  

 

 
Fig. 5. Actual and Estimated Dominant Modes at Different Droop Gains 

 

The active power-sharing among the DGs is mainly 

dependent on the value of its droop gain 𝑚𝑝, hence disturbing 

one of the DGs active power droop will redistribute the power-

sharing slightly among the different DGs during the 

perturbation period. Since the droop gain 𝑚𝑝 excitation is a 

temporary pulse; the power-sharing will be restored to the equal 

power-sharing state. Fig. 6, Fig. 7, and Fig. 8 present the DGs 

active and reactive power as well as their phase angles 

subsequent to the excitation period. As can be seen, the 

estimated waveforms using the proposed approach closely 

match the microgrid simulation results. Furthermore, prior and 

subsequent to the excitation period, the three DGs share the 

active power equally.  During the excitation period, DG1 which 

is the DG at which the perturbation occurs, provides less active 

power than the two other DGs. 

 

 
Fig. 6. Identified active and reactive power signals of DG1 vs. the real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.131 ∗ 10−4 

 
Fig. 7. Identified angle, active and reactive power signals of DG2 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.131 ∗ 10−4 

 

Table II summarizes the results obtained for the three cases 

and indicates the percentage error in the estimation of each 

mode. The obtained results highlight the precision and accuracy 

of the proposed online stability assessment tool for inverter-
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based microgrids.  The percentage error for all modes is within 

2 percent.  

 
Fig. 8.  Identified angle, active and reactive power signals of DG3 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.131 ∗ 10−4 

 
TABLE II 

ACCURACY OF ESTIMATING PRIMARY AND SECONDARY DOMINANT MODES AT 

DIFFERENT DROOP GAINS 

𝒎𝒑𝒙𝟏𝟎−𝟒 Actual Modes 
Estimated 

Modes 

% Error 

in Real 

Part 

% Error in 

Imaginary 

Part 

1.131 

−7.34086  
± 51.7304𝐽 

−7.28892  
± 52.0933𝐽 

0.70754 0.7016 

−13.4517  
± 25.1579𝐽 

−13.5875    
± 25.0455𝐽 1.0098 0.44696 

1.508 

−3.95562  
± 60.272𝐽 

−3.93567   
± 60.4689𝐽 

0.50419 0.32679 

−12.7773  
± 30.3857 

−12.7538   
± 30.3232𝐽 

0.18348 0.20571 

1.7907 

−1.23676
± 65.5698𝐽 

−1.26065   
± 65.8443𝐽 

1.9315 0.41871 

−12.2472  
± 33.7134𝐽 

−12.3913   
± 33.5906𝐽 

1.1762 0.36437 

 

B. Effect of X/R Ratio 

In order to further validate the proposed online identification 

technique, the X/R ratio of the lines have been varied, and the 

system was tested for different values of 𝑚𝑝. Four tests have 

been established to investigate the accuracy at different X/R 

ratios. The X/R ratio of the first transmission line is doubled, 

and the estimation process is performed twice at 𝑚𝑝 =

1.6965𝑥10−4 𝑎𝑛𝑑 𝑚𝑝 = 2.262𝑥10−4. Similar tests were 

performed while halving the X/R ratio of the second 

transmission line at different droop gains 𝑚𝑝 =

9.424𝑥10−4 𝑎𝑛𝑑 𝑚𝑝 = 1.3195𝑥10−4. Fig. 9 presents the 

actual dominant modes for all cases versus the estimated ones.  

As 𝑚𝑝increases the modes move towards the 𝐽𝜔-axis. More 

importantly, the results in Fig. 9 highlight the close match 

between the identified dominant modes determined using the 

proposed approach and the derived small-signal model 

considering the various X/R ratio. Real measurements collected 

for identifying the dominant modes are compared to the 

estimated data obtained by means of the subspace technique to 

show the accuracy of the estimation model. Fig. 10 to Fig. 12 

show a sample of the measurements and the estimated signals 

of DG1, DG2, and DG3, respectively, when the X/R ratio of the 

second line is halved while setting mp = 1.3195 ∗ 10−4. 

Similarly, subsequent to the excitation period, all DGs share the 

active power equally, and more importantly, the signals 

obtained using the identified model closely match the micro-

grid simulation results. 

 
Fig. 9. Actual and Estimated Dominant Modes for different X/R Ratios and 

Different Droop Gains 

 

 
Fig. 10. Identified active and reactive power signals of DG1 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.3195 ∗

10−4 while line2 X/R ratio is halved 

 

Further details on the accuracy of the system identification 

and the percentage error in the estimated modes are given in 

Table III and Table IV. The maximum percentage error for the 

case where the X/R ratio is doubled is less than 2 percent, while 

for the case where the X/R ratio was halved, the percentage 

error is within 3 percent.  As can be seen, the system X/R ratio 

has a tolerable effect on the accuracy of the proposed 

identification technique. 
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Fig. 11. Identified angle, active and reactive power signals of DG2 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.3195 ∗ 10−4 while 

line2 X/R ratio is halved 

 
Fig. 12. Identified angle, active and reactive power signals of DG3 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.3195 ∗ 10−4 while 

line2 X/R ratio is halved 

 

TABLE III 
ACCURACY OF ESTIMATING PRIMARY AND SECONDARY DOMINANT MODES AT 

DIFFERENT DROOP GAINS WHEN LINE1 X/R RATIO IS DOUBLED 

𝒎𝒑𝒙𝟏𝟎−𝟒 Actual Modes 
Estimated 

Modes 

% Error 

in Real 

Part 

% Error in 

Imaginary 

Part 

1.6965 

−7.93002
± 59.2415𝐽 

−7.84852  
± 59.6612𝐽 

1.0277 0.70847 

−12.7809  
± 31.7661𝐽 

−12.5674    
± 31.7063𝐽 1.6703 0.18817 

2.262 

−4.11861 
± 69.4012𝐽 

−4.12447  
± 69.5439𝐽 

0.4189 0.51226 

−11.8716  
± 37.6962𝐽 

−11.9213  
± 37.8893𝐽 

0.14235 0.20562 

TABLE IV 
ACCURACY OF ESTIMATING PRIMARY AND SECONDARY DOMINANT MODES AT 

DIFFERENT DROOP GAINS WHEN LINE2 X/R RATIO IS HALVED 

𝒎𝒑𝒙𝟏𝟎−𝟒 Actual Modes 
Estimated 

Modes 

% Error 

in Real 

Part 

% Error in 

Imaginary 

Part 

0.94248 

−8.89886
± 48.3917𝐽 

−8.70374  
± 48.8968𝐽 

2.1927 1.0438 

−11.3199  
± 27.2715𝐽 

−11.2227  
± 27.385𝐽 0.85875 0.41608 

1.3195 

−5.35065
± 58.198𝐽 

−5.20138  
± 58.6666𝐽 

 2.7899 0.80514 

−9.96273  
± 33.2294𝐽 

−9.88941   
± 33.2445𝐽 

0.73591 0.04546 

 

C. Effect of Excitation Location 

To further validate the capabilities of the proposed technique 

and its effectiveness, the stability assessment was conducted 

while changing the location of excitation. In this test, the 

excitation was executed within the interface control of DG2. In 

order to investigate a wider range of operation, the test is 

performed at different droop gains as in the case studies 

presented in subsections IV A &B. Table V shows a comparison 

between the results obtained from the first case study where the 

perturbation was introduced at DG1 and the new results 

obtained when the perturbation occurred at DG2. As can be 

seen from Table V, some differences can be noticed in error 

estimation from the first case study, but all errors are still within 

3 percent.  

In Fig. 13, real active and reactive power measurements are 

plotted versus the estimated data for the second test when 𝑚𝑝 =

1.508 ∗ 10−4 while exciting DG2 droop. Fig 14 and 15 illustrate 

the changes in angles, active and reactive power of DG2 and 

DG3, respectively. During the perturbation period, DG2 

supplies less active power than DG1 and DG3 as a result of the 

perturbation in droop gain. Restoring the droop gain at DG2 to 

its previous value is followed by an increase in the active power 

share of DG2 and a gradual equivalent decline in the shares of 

DG1 and DG3 such that all DGs share the load equally.  

Similarly, for all DGs, there is a close match between the time 

domain simulation results and the results obtained using the 

proposed identification technique.  

 

 
Fig. 13. Identified active and reactive power signals of DG1 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.508 ∗ 10−4 while 

excitation is located at DG2 
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TABLE V 
COMPARISON OF ESTIMATING PRIMARY AND SECONDARY DOMINANT MODES BASED ON DIFFERENT EXCITATION LOCATIONS

𝒎𝒑𝒙𝟏𝟎−𝟒 Actual Modes 

DG1 Excitation DG2 Excitation 

Estimated Modes 
% Error in Real 

Part 

% Error in 

Imaginary Part 
Estimated Modes 

% Error in Real 

Part 

% Error in 

Imaginary Part 

1.131 

−7.34086  
± 51.7304𝐽 

−7.28892  
± 52.0933𝐽 

0.70754 0.7016 
−7.24266 
± 52.0528𝐽 

1.3377 0.62338 

−13.4517  
± 25.1579𝐽 

−13.5875    
± 25.0455𝐽 1.0098 0.44696 

−13.4306
± 25.3854𝐽 

0.15664 0.90409 

1.508 

−3.95562  
± 60.272𝐽 

−3.93567   
± 60.4689𝐽 

0.50419 0.32679 
−3.8538 
± 60.3681𝐽 

2.574 0.15947 

−12.7773  
± 30.3857 

−12.7538   
± 30.3232𝐽 

0.18348 0.20571 
 −12.6851 
± 29.733𝐽 

0.72122 2.1481 

 

 
Fig. 14. Identified angle, active and reactive power signals of DG2 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.508 ∗ 10−4 while 

excitation is located at DG2 

 
Fig. 15. Identified angle, active and reactive power signals of DG3 vs. real 

measurements of microgrid simulator at droop gain 𝑚𝑝 = 1.508 ∗ 10−4 while 

excitation is located at DG2 

In all the investigated case studies, the error in estimating the 

dominant modes is found to be within 3 percent of the actual 

modes providing sufficient confidence in assessing the overall 

microgrid stability regardless of the network X/R ratio, the 

operating point, or even the excitation location. The process of 

identifying the dominant modes is simple and can be 

automatically implemented for small, medium, and large-scale 

microgrids. Although a communication network is required to 

collect real-time measurements, the collected data is a small 

portion of the measurements available at each DG location, so 

data transmission does not require high bandwidth. Given the 

available industrial communication protocols within the smart 

grid concept, the developed stability assessment algorithm 

should be a viable option and presents a useful tool for online 

microgrid stability assessment. 

V. CONCLUSION 

In this paper, an online stability assessment tool for islanded 

microgrids is proposed based on subspace system 

identification. The developed algorithm requires introducing a 

small perturbation in the active droop gain that is quickly 

restored to its nominal value. The use of subspace identification 

does not require pre-defining the system’s order and avoids the 

exhaustive computations associated with iterative identification 

methods. The subspace identification approach showed high 

accuracy, precision, and reliability in estimating the dominant 

modes under different operating conditions and network X/R 

ratio without the need for model reduction techniques or offline 

analytical models. Furthermore, it has been shown that the 

proposed online identification method is capable of estimating 

accurately the dominant modes at various DG locations. The 

proposed online stability assessment approach is capable of 

accurately identifying the dominant modes, critical to microgrid 

stability, and thus can serve as a useful tool in the decision 

making process for microgrid operators.  
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