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Abstract 

In recent years, Digital Twin has been gaining popularity in various smart city appli-

cations like smart manufacturing, smart energy, smart mobility, and smart healthcare. 

Digital Twin in simple term, can be described as a virtual replica of a given physical 

product, system, or process. It comprises of three major components: the object entity, 

data acquisition unit and the virtual counterpart. The virtual entity is a cloud-based 

layer that performs data analytic and visualization. The data analytic utilizes Artificial 

Intelligence (AI), Machine Learning (ML) and Deep Learning (DL) algorithms that 

help in predictive maintenance, optimization, and improved productivity. While the 

collected data from the physical domain layer is transmitted, exchanged, and pro-

cessed at the virtual domain and application layers, it will be exposed to several secu-

rity attacks. Nevertheless, just like any emerging technology, several research studies 

have been conducted over the implementation of Digital Twin in many smart city ap-

plications without paying enough attention in developing a model that comprises of 

the security attacks, analysis, and remedies. Therefore, the objective of this thesis is to 

propose a secure Digital Twin multi-layer architecture for the attacks that can occur in 

each layer. It also proposes and implements a Probabilistic Model Checking (PMC) 

based approach to assess the Digital Twin security. The proposed model will be used 

to analyse the probability of success, as well as the cost for a variety of potential at-

tacks that can occur in the Digital Twin architecture. To assess the proposed solution, 

a case study on an application of Digital Twin in healthcare will be considered. 

 

Keywords: Digital twins; security; cybersecurity; modelling; healthcare. 
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Chapter 1. Introduction 

This chapter provides an overview on the concept of Digital Twin. Next, it presents 

the problem statement of the thesis. Then, it proceeds to define the objective of the 

thesis. Lastly, it outlines the organization followed in the thesis report.  

1.1. Overview 

In recent years, an exponential rise in the global population has led to the advance-

ment towards various enabling technologies. CPS is one such technology whose role 

is to integrate the cyber world with the physical world [1]. This integration helps to 

provide real-time sensing, information feedback and dynamic control to the given 

physical entity. Since most of the products present in the market today comprises of 

sensors, actuators, micro-controller, along with internet connectivity. Industry 4.0 re-

fers to such product as a smart product that consists of both a physical part and a vir-

tual counterpart, that is now more commonly known as the Digital Twin (DT). 

Furthermore, the advancement in the digital world has made connectivity as one of 

the most important features. This is because it helps to create a bond between the 

physical and the digital world. That is, through connectivity, human can now interact 

with technology like never before. DT and IoT are some of the two major enabling 

technology that features in the digital representation. The major difference between 

them is that unlike IoT, DT is considered as a virtual representation of any given 

physical entity in real-time which is obtained through the help of latest technologies 

such as machine learning, deep learning, simulation, complex decision-making, etc. 

On the other hand, IoT is considered as a network of connected physical devices that 

can process, run, and act on the given data. Apart from this, there also exists other key 

differences between them as illustrated in Table 1-1 [2] [3] [4]. 

The concept of DT was first officially coined by Michael Grieves in 2002 where he 

referred DT as a digital representation of a physical object, process or system [5]. The 

main role of a DT is to provide both dynamics and elements of how a given physical 

asset would operate in its entire life cycle. This is achieved by generating a digital 

counterpart of the corresponding physical asset. The generated digital counterpart is 

then utilized to carry out simulations related to the present and future state of the 

physical asset, study possible scenarios before they emerge, continuously gather, and 



16 
 

analyse data on the physical asset to avoid unwanted circumstances, etc. These fea-

tures when exploited results in the improvement towards a variety of application do-

mains like retail [6], agriculture [7], manufacturing [8], healthcare [9], construction 

[10], etc. Furthermore, the massive rise in the utilization of DT is majorly because of 

the various benefits it provides such as improved productivity, reduced costs and 

downtime, optimized maintenance, and monitoring of physical assets, etc. 

Table 1-1: Difference between DT and IoT. 

Features DT IoT 
Definition Digital or virtual represen-

tation of a given physical 
object or process in real 
time. 

Networked infrastructure 
of physical objects or 
things that are equipped 
with embedded systems 
like sensors, actuators, 
and other technologies to 
act on the given data. 

Origin Initially used by NASA in 
2010 and first defined my 
Michael Grieves in 2002. 

First used at Carnegie 
Mellon University in 
1982 and was talked by 
Peter T. Lewis in 1985. 

Types Physical entity, virtual or 
digital entity, and the con-
nection between them. 

Cellular, low power wide 
area and mesh networks, 
RFID, Bluetooth, Wi-Fi. 

Characteristics Modularity, enhanced 
connectivity, reprogram-
mable, data homogeniza-
tion. 

Programmability, ubiqui-
ty, scalability, localiza-
tion. 

Application Industries urban planning, 
manufacturing, healthcare, 
automotive. 

Consumer applications, 
smart home devices, in-
dustries like healthcare, 
logistics, agriculture, 
manufacturing. 

 

At present, various research studies have focused on the topic of DT. However, to the 

best of our knowledge, none of the research address the security issue that a DT sys-

tem can face. Therefore, the goal of this paper is to propose an approach that studies 

and models the security aspect of DT in which the focus was done on a common ap-

plication of DT as an in-patient monitoring system in the healthcare sector. Since a 

typical in-patient monitoring system compromise of several sub-components in dif-

ferent configurations, this paper therefore aims to propose a secure multi-layer DT 

architecture that captures the various attack and defence cases that can occur. This 
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proposed model will be implemented using a probabilistic model checker called 

PRISM in which the specifications of the given system will be captured and verified 

by this software [11]. 

1.2. Problem Statement 

While the rise in DT has brought forward advancements towards various industrial 

domains. Nevertheless, as in the case of any emerging technology, the extensive use 

of DT can also lead towards an increase in the execution of numerous security threats 

and attacks on to the actual physical entity which is derived from it. Attackers can 

capture and compromise the DT data throughout the DT layers and alter the system 

functionality. This data when obtained by the hacker can be used to serve as a blue-

print to the physical system. This will in turn help the hacker in identifying the rele-

vant components, behaviours, and interfaces that the physical object comprises of. 

The hacker can then study these components to gain an understanding of the internal 

view of the system and its vulnerable attack points. Furthermore, DT when acquired 

by the attacker can also serve as a potential platform for the execution of various 

backend system attacks. Therefore, it is important to consider the effectiveness as well 

as the security aspect of the DT system. However, there still exists an inevitable gap 

between the digital and actual system wherein lies the security vulnerabilities to the 

system. Therefore, the proposed work studies the various attacks and defences that are 

relevant to the DT layers and proposes a multi-layer security architecture. After which 

modelling of the proposed security architecture is performed using MDP and DTMC 

to analyse various potential attacks in each layer and their effect throughout the DT 

layers. To validate the proposed methodology, a case study in healthcare was chosen 

through which some of the security properties of the system were verified. Finally, 

results were presented which was then followed by conclusion and future work.  

1.3. Thesis Objectives 

The purpose of this thesis is to provide the following objectives: 

• Provide a comprehensive review on DT components in each layer. 

• Conduct an extensive study and analyse on the potential attacks that can 

compromise each DT layer. 

• Propose a security architecture that covers all these layers. 
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• Develop modelling of the security architecture: security attacks and 

measures for DT.  

• Implement a case study of security attacks and measures of DT in 

healthcare. 

1.4. Thesis Organization 

The rest of the thesis is organized as follows: Chapter 2 provides a brief background 

information about DT and its relevant literature review. Chapter 3 presents the modi-

fied conceptual DT model and talks in brief about it. Chapter 4 focuses on the security 

aspect of DT and presents the proposed multi-layer secure DT architecture. To model 

the security in the DT system, Chapter 5 talks in brief about the proposed method em-

ployed and its relevant background. Chapter 6 demonstrates the use case of DT in 

healthcare. Chapter 7 presents the experimental work. Chapter 8 presents the results 

and discussions obtained from the proposed work, and finally Chapter 9 concludes the 

thesis and provides possible future work.  
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Chapter 2. Background and Literature Review 

This chapter provides a background on the concept of DT. It also presents a compre-

hensive literature review of the existing works related to DT and security modelling 

of IoT which is another related emerging technology. 

2.1. Background 

Despite the recent popularity received by the emergence of DT, it is important to note 

that the innovation of DT is not new. The application of DT can be traced back during 

the late 1960s at NASA’s Apollo program [12]. In this program, NASA had to make 

two identical spacecrafts. The aircraft which is left on the earth is called the Twin. 

During the execution of this mission, the Twin was majorly used to simulate the space 

model so that it could help in precisely reflecting and predicting the status of the 

space vehicle. These simulated predictions would then help astronauts to make the 

correct decisions. Therefore, through this perspective, a Twin could be considered as 

a kind of a prototype model that helps to accurately reflect the status of a given prod-

uct, system, or process (physical entity) in real-time via simulation.  

However, the first idea of a DT was officially proposed during the year 2002 by Pro-

fessor Michael Grieves at a Product Lifecycle Management (PLM) course that was 

held at the University of Michigan. He defined DT as a digital copy of one or more set 

of specific devices that can successfully illustrate a given physical entity. However, 

during that time, the concept of DT model was known as the Mirrored Space Model 

[13]. Later this concept was known as the Information Mirror Model [14]. Although, 

various terms were used to describe the DT model, however all these terms comprises 

of the same major elements that a typical DT model consists of such as the physical 

space, virtual space and the interface that exists between them. Then in 2011, Profes-

sor Michael Grieves, described the conceptual model of DT that comprises of the fol-

lowing three major components [15]: 

1. The real space which consists of the actual physical product.  

2. The virtual space which consists of the generated virtual model.  

3. The data and information interface that exists between the real space and vir-

tual space.  
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2.2. Types of Digital Twin 

Based on its complexity and level of abstraction, DT can be classified into the follow-

ing four major categories [16] [17]: 

2.2.1 Component twin 

A Component Twin refers to a Twin that represents a single key component that have 

a direct impact on the functionality and performance in the system. Apart from this, a 

Component Twin can also represent a component that is subject to high or jerky influ-

ences. Rotor, bulb, blade are examples of some of the possible physical components 

that can be derived to create a Component Twin.   

2.2.2 Asset twin 

An Asset Twin refers to a type of Twin that portrays the working of an entire asset 

which is nothing but a combination of individual components. To generate this Twin, 

any information received from a Component Twin, or a collection of Component 

Twins can be used. While the focus of a Component Twin is to improve the stability 

and robustness of the components, an Asset Twin on the other hand allows the user to 

study the operation of the entire system. The production of an Asset Twin helps to 

discover any possible improvement that a system can incorporate to enhance its per-

formance. Motor, turbine, MRI machine are some of the examples of the possible 

physical components which can result into an Asset Twin.  

2.2.3 System twin 

Also commonly referred to as a Unit Twin. The System Twin is a type of a Twin that 

integrates individual Asset Twins. The purpose of this Twin is to help in analysing 

how well the system functions as a whole function when individual Asset Twins are 

combined. Aircraft, manufacturing conveyer belt, a set of equipment in an automatic 

car wash are some common examples of a System Twin. 

2.2.4 Process twin 
The purpose of a Process Twin is to provide a visual representation of an entire pro-

cess. This process can include a combination of several systems that work together. It 

can also include a single object that carries out a certain process. For instance, a Pro-

cess Twin in the manufacturing industry can be based on the data that is collected 

from every step of the process such as from the delivery of raw materials to their final 
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transformation, moulding, designing, packaging, supplying, etc. Thus, this type of 

Twin can be commonly used in enhancing the business processes on a larger scale.  

2.3. Characteristics 

DT possesses certain characteristics that make them different from other technologies. 

Some of these characteristics are mentioned below [18] [19]:  

2.3.1 Connectivity 

One of the major characteristics of a DT is that it helps to enable connectivity be-

tween the physical entity and its corresponding digital counterpart. This connectivity 

is created by the sensors present on the physical entity that helps to collect, integrate, 

and communicate the collected data with the help of various technologies. Apart from 

this, the advent of DT has also helped in the establishment of connectivity between 

various products, organizations, and customers. For instance, the connectivity be-

tween the partners in an organization can be enhanced by allowing the members of the 

organization to check the status of a given physical entity by checking the generated 

DT of that entity and provide maintenance to its customers as and when required. 

2.3.2 Reprogrammable nature 

Another important characteristic of a DT is that it allows the physical entity to be re-

programmed in a certain manner via remote adjustments or through the help of artifi-

cial intelligence and predictive analysis. This reprogrammed physical entity can be 

then used as a basis for producing an improvised version of the initial physical entity. 

For instance, the DT of an engine can be reprogrammed to enhance its productivity 

and fuel efficiency.  

2.3.3 Digital traces 

Another characteristic of a DT is the fact that it can leave digital traces. A good ex-

ample of the use of a digital trace is when the given machine crashes. In such a case, 

engineers can go back and check the traces of the DT to diagnose where the fault has 

occurred. Furthermore, these diagnoses can also be used by the manufacturer of these 

machines to enhance the design to avoid any type of malfunctions that can occur to 

the machine in the future.  
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2.3.4 Modularity 
Modularity is another characteristic which can be achieved by the implementation of 

DT. The advantage of this characteristic is that it allows manufacturers to keep track 

of their machines and observe any potential areas for their improvements. Thus, when 

these machines are made modular using DT technology, it allows manufacturers to 

get an idea of which components perform can be replaced with better efficient com-

ponents to enhance the overall manufacturing processes.  

2.4. Benefits 

Mentioned below are some of the major benefits that a DT provides: 

2.4.1 Risk assessment 

The emergence of a DT has enabled organizations to test and validate their respective 

products before producing it into the real world. Through the creation of a virtual rep-

lica of the physical product, a DT lets engineers to recognize any possible failures that 

could occur on the actual product itself. Apart from this, engineers can also produce 

unexpected scenarios by disrupting any operation of the system. This helps them to 

further examine the reaction of the system and study any corresponding mitigation 

strategies proposed. Thus, DT can help immensely in the improvement of risk as-

sessment and in the enhancement of the products reliability. 

2.4.2 Predictive maintenance 

One of the important benefits of a DT is that it helps to solve problems in advance. 

That is, it facilitates the ability to perform predictive maintenance for a given physical 

entity. This is possible because of the sensors present in the DT system which help to 

gather large amount of data in real-time. The analysis of this collected data can be 

proactively used to examine any faults present within the system. Any fault present in 

the system will be then received as a report to the human operations who would then 

address the problem faced in a timely manner. When a component of the physical en-

tity can be replaced before being broken, then it would help the manufactures to avoid 

any serious damage, unnecessary downtime, and expenditure. Thus, the utilization of 

DT greatly helps in enhancing the production line efficiency and in the reduction of 

the maintenance costs. 
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2.4.3 Production time 
One of the major goals for any organization is to be on the market faster than their 

competitors. However, this goal is not easy to achieve as it all depends on the tedious 

steps and constant changes that occur during the production processes of a product. 

Nonetheless, the adaptation of DT helps to carry out the life cycle of a particular 

product in the virtual environment, where all types of improvements can be executed 

in a faster and efficient manner. Moreover, the virtual prototype created in the DT 

system helps to validate how the physical product would function. Thus, the utiliza-

tion of DT helps organizations to significantly reduces the production time, optimizes 

the efficiency and development time for a given product.  

2.4.4 Implement decisions in real-time 

The implementation of a DT enables decision makers to quickly understand the impli-

cations of any changes done to a physical entity at any given point in time. For in-

stance, if a material for a given physical entity is changed, what kind of impact would 

it have on the design model, project plan model, overall cost, etc. Thus, the emer-

gence of a DT can greatly enable organizations to execute simulations to answer a 

particular “what if” queries. Based on these queries, any kind of adjustments can be 

done rather than going through the entire process of creating a physical model itself.  

2.5. Applications 

The emergence of DT is transforming the way tasks are performed across different 

industries. Knowing these applications can help businesses implement DT into their 

processes. Therefore, mentioned below are some of the major applications of DT in 

the following industries:  

2.5.1 Manufacturing 

DT can be majorly used in the manufacturing sector. This is because they play a sig-

nificant role in the way products can be designed, manufactured, and maintained. That 

is, numerous sensors are placed throughout the manufacturing process. The role of 

these sensors is to collect the various types of environmental and operational data of 

the machine as well as the work that is being executed. DT then uses this data to gen-

erate a virtual replica of the near real-time occurrences. In addition to this, they can 

also help in enabling the manufacturing companies to achieve a digital footprint of all 
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their products throughout their entire product life cycle that ranges from the time they 

are designed to the final process of their development [20].  

2.5.2 Healthcare 
Healthcare is another sector that can majorly benefit from the implementation of DT. 

The idea of utilizing DT in the healthcare has been actively used in equipment or 

product prognostics [21]. Furthermore, the utilization of DT in the healthcare sector 

was made possible due to the vast availability of technologies that act as a personal-

ized product for the patients. The role of these technologies is to continuously record 

the different vital signs of the patients throughout their lifecycle. This process can be 

used in a form of a personal healthcare management system which can be useful espe-

cially for the elderly patients [22]. These data can be then used to ultimately generate 

a detailed Virtual Twin of the given patient itself. Apart from this, DT can also be 

used to compare the individual records of the patients with the entire population to 

find health related patterns which would help to improve patient diagnosis.   

2.5.3 Automobile 

The concept of DT can also be used in the automobile sector. They can be implement-

ed in the automobile industry through the help of various existing data that helps to 

facilitate their process and lower the marginal costs. That is, a DT in the automobile 

industry can be used to capture both the behavioural and operational data of a given 

vehicle. This data then can be used to analyse and improve the overall performance of 

the vehicle as well as the features connected to it [23].  

2.5.4 Retail 

Meeting customer expectations and improving their experience are some of the key 

goals that needs to be achieved for any retail sector. The implementation of a DT can 

help achieve these goals [24]. For instance, retailers can help deliver the ideal fashion 

clothing products to their customers based on their respective DT models. This would 

thereby help to tremendously improve the overall businesses in the retail sector. Apart 

from this DT can also be used to improve instore planning in a more efficient manner. 
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2.5.5 Energy 

DT can be employed in the energy sector to enhance the optimization and mainte-

nance process of the physical systems, assets, and process present. The implementa-

tion of DT for power plants is one example of how DT can be used in the energy sec-

tor [25].  

2.6. Related Work 

In this subsection, various research papers that focuses on the following topics were 

analysed: 

2.6.1 Digital Twin 

Currently, several research papers exist that provides a comprehensive survey on DT 

which mainly focuses on its application across a variety of domains. Barricelli et al. 

[26] in their paper presented a comprehensive survey that comprises of various defini-

tions of DT and other related concepts. Next, they analysed the selected papers to 

identify the major characteristics of a typical DT and presented the various application 

domains of DT. Apart from this, their paper also provided a brief overview of design 

implications that were derived from their study performed. Finally, major open issues 

and challenges that requires to be addressed and studied for the successful implemen-

tation of DT were presented. 

Similar to the work done above, Fuller et al. [27] also presented a comprehensive re-

view of DT where they first defined what a DT is and tackled some of the common 

misconceptions that are associated with the current and previous definitions of DT.  

Next, they discussed the challenges faced by DT, and investigate on the key emerging 

technologies of DT while focusing on each of their histories as well.  After which they 

presented a categorical review of recent papers in which they categorized different 

papers that reflect different areas and their current state of research. Manufacturing, 

healthcare, smart cities, etc., are some of the research areas that their paper men-

tioned. Lastly, they concluded their paper by providing an evaluation of the enabling 

technologies that can be employed, the challenges and possible future directions that 

can be faced by implementing DT. 

Apart from comprehensive surveys, an application framework for the entire product 

management lifecycle was also proposed by the work done by Zheng et al. [28]. The 
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proposed application framework used the key concept and major characteristics of DT 

that were extracted from both broad and narrow sense. The framework comprised of 

three major parts: the physical space, the information processing layer and finally the 

virtual space. In the physical space, they discussed in detail regarding the total ele-

ment information perception technology of production. Whereas the information pro-

cessing layer was further divided into three major function modules that included the 

data storage, data processing, and data mapping. Ultimately, for the virtual space their 

paper discussed about the implementation process of the full parametric virtual mod-

elling and the construction idea for DT application subsystems. Lastly, their paper 

concluded by studying a DT use case of a welding production line.  

On the other hand, to highlight the impact and importance of DT in various industries, 

Uhlenkamp et al. [29] presents a systematic classification related to the various DT 

applications. First, they provided a brief literature review related to DT which helped 

to demonstrate an overview on the development of DT that has occurred throughout 

the last few years. Next, they focused on the diverse applications of DT. Their paper 

focuses on the three major application use cases of DT. Later, they also analysed their 

conceptual background, the targeted problem and accordingly implemented a suitable 

use case. Based on the results of their analysis obtained, their paper claimed that they 

could categorize the mention DT applications based on seven dimensions that include 

distinctions of goals, focused users, life cycle phases, system levels, data sources, au-

thenticity, and data exchange levels.  

Apart from the survey papers on DT, there also exists various papers that focuses on 

one key application of DT. Lu et al. [30] in their work reviewed the recent develop-

ment of DT technologies in manufacturing systems and processes in which they first 

provided a brief overview on the concept of DT which is then followed by an in-depth 

discussion regarding the implication of a DT derived smart manufacturing system. 

Next, they highlighted on how DT will help to tremendously enhance the future of the 

manufacturing sector. Later, they also provided a detailed DT reference model and 

key enabling technologies that help in the development of a DT driven smart manu-

facturing solution. Lastly, possible research challenges and future research directions 

were provided in their paper. The application of DT in the supply chain sector was 

also talked about by the work in. [31]. Here the authors presented some of the key re-



27 
 

search issues of DT which needs to be tackled. In addition to this, appropriate future 

research directions have been also suggested by the authors as well.  

Smart automotive is another domain that has benefited from DT implementation. 

Thus, Bhatti et al. [32] presented a review regarding the application of DT in smart 

electric vehicles. First, they provided a conceptual background of DT in their paper. 

Later they shifted their focus to give attention to the contributions of DT in smart ve-

hicle systems. Based on this, they have classified their review into various domains 

that exists within the smart vehicle systems. Autonomous navigation control, ad-

vanced driver assistance systems, vehicle health monitoring, battery management sys-

tems, vehicle power electronics, and electrical power drive systems are some exam-

ples of the domains that they covered. An in-depth discussion of each of these do-

mains were covered in their paper. Lastly, they concluded their work by talking about 

the challenges and future scope of implementing DT in the automotive sector.  

To demonstrate the benefit of DT in the healthcare sector, the work done by Rivera et 

al. [33] presented their work that talks about the application of DT in precision medi-

cine. Their main contributions can be divided into two major categories. First, they 

described their initial ideas for a reference model that would enhance the capabilities 

that DT provides to design a smart and flexible software system for the healthcare 

sector. The designed system is expected to reduce complexity and assist in the plan-

ning and decision-making processes during the process of implementing medical 

treatments to the patients by the healthcare professionals. In addition to this, they also 

elaborated on the internal structure for DT that would help to support precision medi-

cine techniques.  

In addition to the papers mentioned above, several other published works proposed a 

real-life application of DT. For instance, in. [34], the authors demonstrated how DT 

can help improve in the advancement towards smart farming. They also talked about 

the concept of DT and provided a relevant typology for it. Later they built a conceptu-

al framework for designing and implementing DT in smart farming. Their framework 

was built through an analysis of the literature review performed regarding the concept 

of DT. Apart from this, they presented a review on how DT can be employed in the 

smart farming sector. Lastly, to validate their proposed conceptual framework for 

smart farming, five major case studies from the Europe IoF2020 project were em-
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ployed. Arable farming, dairy farming, greenhouse horticulture, organic vegetable 

farming, and livestock farming were the chosen five case studies for their work. 

In terms of utilizing DT in the healthcare sector, Laaki et al. [35] demonstrated a pro-

totype of autonomous surgery that harnesses IoT and industry 4.0 connectivity to gen-

erate a DT of a patient. They proposed a remote surgery application via a mobile net-

work. The proposed prototype utilizes a robotic arm, Virtual Reality with a 4G envi-

ronment, to execute a precision surgery. In addition to this, they also discussed the 

possible challenges faced when integrating the prototype with a DT. Lastly, they in-

vestigated on some of the advancements in Artificial Intelligence and industry 4.0 and 

suggested on how one can ease the challenges of connectivity, integration, and multi-

disciplinary research.  

Another use case of DT in smart grid can be seen from the work presented by Sivalin-

gam et al. [36] that reviewed and presented a case study that examines the wind farm 

use and energy consumption in the case of smart grid. Their work presents some of 

the challenges present with the reliability of power consumption and the general 

maintenance of wind turbines. Then they proposed a novel methodology that uses IoT 

sensors in combination of data analytics within a DT environment to precisely per-

form predictive maintenance of the given wind turbines. Finally, to further enhance 

their proposed work, the authors presented possible future work which can be imple-

mented.  

To provide a safer driving experience for the road users, Chen et al. [37] in their work 

demonstrates on how a DT can be used for cars and traffic management. Their re-

search first explored the various challenges that can be faced while driving. Then they 

demonstrated a framework that utilizes DT in addition to various learning algorithms 

to monitor and analyse feedback based on user behaviour. The purpose of these algo-

rithms is to facilitate a real-time digital behavioural Twin of a driver and provide pos-

sible warnings and instructions on how-to drive-in order to reduce the occurrences of 

possible risks faced. 

In terms of the security aspect of DT, the work done by Al-Ali et al. [38] mentioned 

about the presence of a security layer in their proposed six-layer end-to-end conceptu-

al model in which they explained in detail the functionality of each layer. That is, 
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their proposed conceptual model comprises of six major layers: the physical space 

layer, the communication network layer, virtual space layer, and the application layer. 

In addition to this, their paper also talked about the need of a security layer that needs 

which would overlap throughout the entire architectural layers. However, they did not 

focus in detail on the security aspects of DT. Thus, based on the extensive research 

conducted, a lack of research that focuses on the security aspect of DT were found. 

Furthermore, since DT architecture is similar to the architecture of IoT. Therefore, the 

upcoming subsection presents relevant research papers that focuses on the different 

ways of modelling the security aspect of IoT. 

2.6.2 IoT security  
Contrary to the previous case for DT, there exists several papers that focuses on the 

security aspects present in IoT. However, in this section, the focus of the thesis was 

narrowed down to only those papers that addresses the security aspect of IoT. One 

example of such a work is the paper presented by Potrino et al. [39]. The authors in 

this paper analysed and modelled a novel IoT security system. The context of their 

work is based on a typical IoT system in the presence of lightweight sensor and actua-

tor nodes that exchange messages using the Message Queue Telemetry Transport 

(MQTT) protocol. The goal of their work is to help to mitigate the security challenges 

faced by this protocol, especially the possible DoS attacks that can occur in the appli-

cation. Their system is based upon the utilization of the host Intrusion Detection Sys-

tem (IDS) that applies a threshold depending upon the packet discarding policy 

through the various topics established via the MQTT.  

On the other hand, the work presented by Ge et al. [40] aims to enhance the IoT secu-

rity by providing a framework for modelling, assessing and also by providing a formal 

definition of the framework. Their proposed framework comprises of five levels 

which are data processing, security model generation, security visualization, security 

analysis, and model updates. With their framework, any possible attack scenarios in 

the IoT system can be captured. Furthermore, their proposed framework also helped 

to analyse IoT security via the defined security metrices and assess the strength of dif-

ferent defence mechanisms. In terms of evaluation, their framework was evaluated 

using three different case studies: smart home, wearable healthcare monitoring and 

environment monitoring. The obtained analysis results were used to demonstrate the 
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capabilities of the proposed framework in capturing the possible attack paths and mit-

igating the effect of the attacks.   

In [41], the authors introduced a lightweight biometric based remote user authentica-

tion and key agreement scheme that they proposed in order to provide a secure access 

for the IoT services. Their proposed uses a lightweight hash operation as well as XOR 

operation. Through the security analysis performed, it was shown that their work 

could withstand various security attacks. As part of the experimentation, they utilized 

a formal verification tool called AVISPA to prove the security of the protocol in the 

vicinity of a potential attacker. 

Zahra et al. [42] in their work evaluated the effect of the Shibboleth protocol in a 

Cloud-IoT network in order to ensure a secure data outsourcing and access. In their 

work, they added the Shibboleth control protocol between the fog node and fog client 

to improve and provide secure communication between them. In terms of experimen-

tation, they have verified the protocol using the high-level Petri net tool. Apart from 

this, the Z3 SMT solver was also to study the rules of the information flow that helped 

in proving the correctness of the given system against the provided security proper-

ties.  

At present, there exists several variable security risks associated with the IoT system. 

Therefore, in order to formally and quantitatively analyse these risks, Mohsin et al. 

[43] presented an IoTRiskAnalyzer framework. Their work utilizes a using probabilis-

tic model checking approach in which their framework collects vulnerability scores, 

candidate IoT configurations, as well as the capabilities of the attacker as input. After 

which, a system and threat model is generated to compute the attack possibility and its 

associated cost for every configuration. Through the evaluation of their work, the au-

thors found out that the proposed framework is efficient and automatically prioritizes 

the input configurations based upon risk exposure. 

In terms of research that mainly focuses on security analysis in IoT applications, sev-

eral security analyses of IoT in the healthcare domain exists. For instance, in [44] the 

authors presented an efficient and strong authentication protocol for the secure access 

of patient data. Their work was for the healthcare applications that were based on the 

Cloud-IoT network. Through the experimentation performed using the AVISPA tool, 
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their proposed work proved to be secure against possible attack (both passive and ac-

tive).  

To address the security and privacy challenge related to medical data for the IoM, 

Deebak et al. [45] in their work provided Secure and Anonymous Biometric Based 

User Authentication Scheme (SAB-UAS) to ensure secure communication in 

healthcare applications. Upon the performance analysis conducted it was shown that 

the proposed work also proved to have high-security features. In terms of experimen-

tation, their work used the NS3 simulator for analysing the network parameters. The 

obtained results demonstrated that their work showed superior results in terms of the 

end-to-end delay, packet delivery, routing overhead, and throughput rates. 

Merabet et al. [46] in their work proposed three novel lightweight authentication pro-

tocols for the healthcare applications that are based upon the IoT systems. Amongst 

the three protocols, two of them were shown to be suitable for M2C communication, 

whereas the last one was suitable for M2M communication.  As part of the experi-

mentation, to formally verify their work, the AVISPA and ProVerif automated tools 

were utilized. By using these tools, it was shown that the proposed work satisfied all 

the security requirements.  

In order to provide secure and private communication between patient and their de-

vices, Theera-Umpon et al. [47] in their work proposed a security protocol that man-

ages the vulnerabilities that exists in the communication between implantable medical 

devices and other devices. Their work also encrypted the data and the communication 

process to eradicate the possibility of confidential data being leaked. Verification of 

their work showed that their work provided the safety and security in wireless com-

munication. 

As illustrated in Table 2-1, current papers only focus on the security aspect of IoT. 

Therefore, this thesis presents a novel method that focuses on the modelling the secu-

rity aspect of DT. 
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Table 2-1: Summary on the Various Methods Based on IoT Security Modelling. 

Papers 

 

Aim  Method Employed  Drawback 

Potrino et al. 

[39] 

 

Evaluated and 

modeled IoT security 

system. 

Event driven 

simulator called 

Omnet++. 

Focused on 

enhancing the 

security at the 

application level. 

Ge et al. [40] Proposed a framework 

to model and analyze 

IoT security.  

Graphical security 

model and a 

security evaluator.  

Did not provide 

any simulations 

and experiments 

for their work. 

Dhillon and 

Kalra [41] 

Proposed a 

lightweight biometric 

based user 

authentication and key 

agreement scheme.  

Formal 

verification tool 

called AVISPA. 

Focused on 

enhancing the 

security at the 

application level. 

Zahra et al. [42] To study the security 

of data 

communication 

present in Fog-IoT 

systems.  

High Level Petri 

nets was used and 

Z3 SMT solver 

Focused on 

outsourcing and 

providing secure 

data access.  

Mohsin et al. 

[43] 

Proposed framework 

to analyze and risks 

Probabilistic 

model checking 

tool called 

PRISM. 

Proposed 

framework does 

not take defence 

mechanisms into 

account.  
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Dhillon and 

Kalra. [44] 

Presented a strong and 

efficient secure 

authentication 

protocol 

Formal 

verification tool 

called AVISPA. 

Focused on 

security issues that 

arises due to 

storing of data.  

Deebak et al. 

[45] 

Proposed a Secure and 

Anonymous Biometric 

User Authentication 

Scheme 

NS3 simulator  Focused on 

providing a secure 

communication in 

the system. 

Merabet et al. 

[46] 

Proposed three 

lightweight 

authentication 

protocol  

AVISPA and 

ProVerif automat-

ed tools 

 

Majorly focused 

on providing a 

secure M2C and 

M2M 

communication.  

Theera-Umpon 

et al. [47] 

Proposed a security 

protocol 

Communication 

Sequential Process 

(CSP) 

Mainly focused on 

providing a secure 

communication 

between IMDs and 

other devices. 
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Chapter 3. Digital Twin Architecture 

This chapter presents various definition of DT. Apart from this, it also presents the 

modified conceptual DT model and explains it in brief.  

3.1. Digital Twin Definition 

At present several research papers have defined the concept of DT in a variety of 

ways. Table 3-1 depicts some of these definitions.  

Table 3-1: Various Definitions of Digital Twin. 

Year Authors Definition 

2020 Rasheed et al. [48] “Digital Twin can be defined as a virtual represen-

tation of a physical asset enabled through data and 

simulators for real-time prediction, optimization, 

monitoring, controlling, and improved decision 

making”. 

2019 Madni et al. [49] “A Digital Twin is a virtual instance of a physical 

system (Twin) that is continually updated with the 

latter’s performance, maintenance, and health sta-

tus data throughout the physical system’s life cy-

cle” 

2019 Zheng et al. [28] “A Digital Twin is a set of virtual information that 

fully describes a potential or actual physical pro-

duction from the micro atomic level to the macro 

geometrical level.” 

 

3.2. Digital Twin Architecture 

However, in terms of understanding the working of the DT, an architecture of DT is 

required. Therefore, a generic DT model is derived from the work conducted by Al-

Ali et al [38]. The purpose of this model is to clearly depict how a DT would operate 
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irrespective of the industrial domain it is used in. As depicted in Figure 3-1, the pro-

posed model includes five major layers: the physical domain layer, communication 

network layer, virtual domain layer, application layer and the security layer. These 

layers are grouped in accordance with the common features it possesses. The virtual 

domain layer can be further classified into the data acquisition unit, data aggregation 

and modeling, and the data analysis and visualization sub-layers. 

 

Figure 3-1: Modified Conceptual Digital Twin Model [38]. 

3.2.1 Physical domain layer 

In the context of a DT, any given product, process, or system comprises of two major 

domains: the physical domain and the virtual domain. As illustrated in Figure 3-1, the 

physical world comprises of various smart applications like smart healthcare, smart 
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agriculture, smart building etc. However, the smooth functioning of these smart appli-

cations requires the involvement of one or more sensors that come equipped with a 

given physical entity itself. The role of these sensors is to help gather operational data 

and data related to its surrounding environment. This data is then converted from non-

electrical signal to electrical signal by the sensors itself. The collected data can be an-

ything ranging from a simple temperature measurement to a complex video feed. It 

could also exist in the form of location, humidity, sound, different vital measurements 

of the human body, etc. Currently, there exists a variety of IoT sensors that can be 

used according to a given application. The main advantage of these sensors is that 

they are cheaper, smaller in size and consume less power. Mentioned below are some 

of major types of sensors that are often used for the implementation of various smart 

applications:   

3.2.1.1 Human vital sign sensors 

IoT sensors can greatly benefit the healthcare sector. That is, these sensors can be 

used to measure and monitor different medical parameters for a given patient even if 

they are not in the hospital or if they are all alone by themselves. Apart from this, 

these sensors can also be used to provide feedback in real-time to the doctor, nurse, 

caretaker, respective families of the patient, or even the patient himself. At present, 

various wearables devices are available in the market that are equipped with medical 

sensors who are capable measuring different vital information such as blood pressure, 

blood sugar, heart rate, etc. [50]. Smart watches, monitoring patches, wristbands and 

the like are some of the major examples of the major wearable devices. Famous com-

panies like Apple [51], Samsung [52], etc., have designed their own smart watches 

and fitness trackers that provides various useful features like heart rate monitor, con-

nectivity with smartphone, blood pressure monitor, physical activity tracker for activi-

ties like cycling, swimming, running, etc.  

3.2.1.2 Radio Frequency Identification (RFID) 

RFID is a type of sensor that uses radio waves to read and capture information that is 

stored on a tag which is attached to a given object. This tag can be read from several 

feet away and it does not require to be within the direct line-of-sight of the reader to 

be tracked. This is the major advantage that it has as compared to the barcode asset 

tracking system. In general, a typical RFID system comprises of three major compo-



37 
 

nents: the tag/label, reader, and an antenna. Furthermore, the RFID tag comprises of 

the following major types: 

1. Active Tag: This type of RFID tag comprises of its own power source. In 

terms of range, it has a broadcast range of up to 100 meters.  

2. Passive Tag: This type of RFID tag does not comprise of its own power source 

[53]. However, it is powered by a reader. In terms of range, it has a read range 

from near contact to up to 25 meters.  

3. Semi-Passive Tag: This type of RFID tag comprises of a battery. However, it 

communicates with a reader using a backscatter just like a passive tag without 

a battery that helps to provide a longer read range as compared to the tradi-

tional passive RFID tags.  

Regardless of the RFID tag chosen, the RFID in general comprises of an integrated 

circuit and an antenna which can be used to transmit the data to the RFID reader or 

the interrogator. The role of the reader is to convert the radio waves into a useful form 

of data. The information acquired from the tags is then transmitted via a communica-

tion interface to a host computer system. Here the data can be stored onto a database 

so that it can be analysed later whenever required.  Figure 3-2 depicts an example of a 

typical RFID system. 

 

Figure 3-2: Typical RFID System. 

3.2.1.3 Environmental sensors 

The purpose of environmental sensors is to sense parameters present in the physical 

environment. These parameters could be humidity, pressure, temperature, air pollu-

tion, water pollution, etc.  The temperature and the pressure parameters can be meas-

ured using a thermometer and barometer. Whereas air quality can be measured by the 
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help of sensors that help to sense the presence of gases or any other matter present in 

the air.  

3.2.1.4 Chemical sensors 
Chemical sensors are measurement devices whose role is to detect any traces of bio-

chemical and chemical substances [54]. Once these substances are detected, these 

sensors then convert a physical or chemical property of the detected chemical sub-

stances into measurable signals. They can be employed to countless domains like au-

tomotive, medical, nanotechnology, in home detection systems as carbon monoxide 

detectors, etc. Various chemical sensors exist that are specifically designed to perform 

a particular task. Regardless of the tasks they perform, most of the chemical sensor 

comprises of receptors and transducers. The role of the receptor is to transform the 

chemical information into a form of energy. Whereas the role of the transducer is to 

transform this energy into a measurable signal.   

3.2.1.5 Actuators 

Apart from sensors, the physical domain layer also comprises of actuators that oper-

ates in the opposite way as compared to how sensors behave. That is, an actuator 

takes an electrical input and convert it into some form of a physical action. In general, 

an actuator can be classified according to the type of operation it can perform. Men-

tioned below are the four major types of an actuator:   

1. The hydraulic actuator is a type of an actuator that operates through the utili-

zation of a fluid-filled cylinder with a piston that is suspended at the centre. 

These actuators often generate linear movements, and a spring is fastened to 

one end as a part of the return motion. They can be widely used in various ex-

ercise equipment such as car transport carries, steppers, etc.  

2. The pneumatic actuator is a type of an actuator that is commonly preferred to 

when it comes for machine motion. They utilize pressurized gases to generate 

a mechanical movement. Several companies utilize these actuators because 

they can generate a highly precise motion especially when the machine is in 

the state of being started or stopped. Pressure sensors, pneumatic mailing sys-

tems, grippers, tie-rod cylinders, etc., are some examples of equipment that 

utilizes pneumatic actuators. 
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3. The electric actuators as the name suggests relies on electricity for their opera-

tion. It is like the pneumatic actuators in the sense that it can also create pre-

cise motion. This is because the electrical power is constant in nature. Electric 

cars, manufacturing machines, robotics equipment, etc., are some of the well-

known examples of equipment that utilizes electric actuators. In general, the 

electric actuators can be majorly classified into electrohydraulic and electro-

mechanical actuators. Where the electrohydraulic actuator is a type of actuator 

that is also powered electrically. However, it gives movement to a hydraulic 

accumulator. This accumulator then provides the required force for movement. 

On the other hand, an electromechanical actuator is a type of actuator that 

helps to transform the electrical signals into linear or rotary movements or a 

combination of both. 

4. Magnetic and thermal actuators often compromise of shape memory allows 

that can be heated to produce movement. The motion of magnetic or thermal 

actuators majorly occurs from the Joule effect. However, it can also arise 

when a coil is kept in a static magnetic field. The purpose of this magnetic 

field is to generate a constant motion that is most referred to as the Laplace-

Lorentz force. One of the major advantages of these kind of actuators is that it 

can produce a wide variety of powerful motion while still being lightweight.  

 

Once the data generated from the sensors is acquired, it is later sent to the mi-

crocontrollers. The role of the microcontroller is to further process the collect-

ed data from the sensors and then send it back to the actuators to execute the 

necessary actions. Furthermore, selected operational and environmental pa-

rameters would be transmitted to the communication network layer to further 

process as well as store the data in the above layers. These microcontrollers 

are equipped with large store, high speed CPU, large number of analog and 

digital ports, etc. In addition to this, they also support the major wired com-

munication ports such as SPI, RS232, I2C, CAN, and USB. They also support 

various wireless access points such as Bluetooth, GPRS, Ethernet ports, etc 

[38]. Furthermore, they also often equipped with numerous proprietary ports 

to support various external devices such as camera, keypads, LCD, GPS, etc. 
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Currently, there exists a variety of microcontrollers that are present in the 

market. Some of the major microcontrollers are mentioned below:  

3.2.1.6 Raspberry pi 4 model B 
It is the latest version of the low-cost computer. In its cheapest form as it does not 

have a case and is just simply a tiny electronic board that is just the size of a typical 

credit card. In terms of cost, it starts from a minimum cost of $35. However, it also is 

available at a cost of $45 and $55 respectively, depending upon the specifications re-

quired. Over the years, it has gained a lot of popularity. This is because of its afforda-

ble price, user-friendly design, and compact size. The $55 Raspberry Pi 4 Model B is 

considered as the most powerful Raspberry Pi present yet as it provides a tremendous 

increase in the processing power, video output, peripheral connectivity. In addition to 

this, it also provides numerous other features like power over USB Type-C, Ethernet 

connectivity, video output that can handle 4K monitors at a time, USB 3.0 ports, etc. 

Figure 3-3 illustrates how a Raspberry Pi 4 Model B looks like. 

 

Figure 3-3: Raspberry Pi 4 Model B. 

3.2.1.7 Particle photon 
The Particle Photon is a tiny $19 Wi-Fi development kit that can be used in creating 

connected products as well as projects for IoT. It is easy to use, powerful and is con-

nected to the cloud. It consists of a powerful STM32 ARM Cortex M3 microcontrol-

ler and a Broadcom BCM43362 Wi-Fi chip as its connection to the internet. Apart 

from this, it also comprises of 18 mixed GPIO pins and a web-based IDE. The RGB 

LED present in the Photon and the two buttons (one for setup and other for reset) can 

be used to switch between the different modes to help the user to debug their respec-

tive projects. Figure 3-4 illustrates how a Particle Photon looks like.  
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Figure 3-4: Particle Photon.  

3.2.1.8 ESP32 

It is a series of low power and low-cost System on a Chip (SoC) microcontrollers that 

provides connectivity features like dual-mode Bluetooth and integrated Wi-Fi. It was 

developed and created by a Shanghai-based Chinese company called Espressif Sys-

tems as a successor to the ESP8266 microcontroller that is slightly expensive but 

much more powerful SoC. It employs a Xtensa LX6 microprocessor in both single-

core and dual-core variations that comprises of power amplifier, RF balun, filters, 

power-management modules, built-in antenna switches and low-noise receive ampli-

fier. Mostly all the chips in the ESP32 series are dual core except for the 

ESP320S0WD which is single core. Although the ESP32 has around a total of 48 

GPIO pins. However, only 25 of them can be used as pin headers on both of sides of 

the development boards. These pins can be used for numerous peripheral purposes 

such as for SPI, I2C, I2S interfaces, UART interfaces, ADC channels, DAC channels, 

touch pads, etc. It also comprises of two buttons: one is reset button to reset it and the 

other is the boot button which can be used to download new programs. Figure 3-5 il-

lustrates how an ESP32 looks like. 

 

Figure 3-5: ESP32. 
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3.2.1.9 Microchip DM990004 
The Microchip DM990004 also known as the IoT Ethernet Kit is powered by AWS 

IoT. It uses an Ethernet LAN8740A that comprises of various features like determin-

istic loop back delay, ensuring real-time system performance and also cable diagnos-

tics that help to reduce the network installation costs. This kit is controlled by 

a PIC32MZ EF 32-bit microcontroller which provides a 2 MB flash and enough space 

to store applications. In addition to this, it also provides a user experience with a pre-

installed firmware which allows communication with the AWS IoT.  Connection to 

the cloud is achieved by the utilizing the AWS IoT service provided. The AWS IoT is 

basically a cloud platform that allows connected devices to easily interact with the 

cloud applications and other devices in a secure manner. Apart from this, the utiliza-

tion of AWS IoT service can also help applications to keep track of and communicate 

with the other devices even if they are not connected. In terms of sensors, several sen-

sors can be plugged into this microcontroller through the help of the MikroElektronka 

mikroBUS™ which allows the prototyping of numerous IoT Proof of Concepts 

(PoC). Figure 3-6 illustrates how a Microchip DM990004 looks like.  

 

Figure 3-6: Microchip DM990004. 

3.2.1.10 Intel quark D2000 

The D2000 is a 3.3 V board that has an operating range between 2.0-3.3 V. With on-

board regulations, it can be powered via a USB connector. Alternatively, there are al-

so screw terminals present for external supply. In addition to this, all of the I/O is 3.3 

V, and it comprises of a good deal of I/O functionality. However, it comes with the 

cost of multiplexing. That is, 25 I/O pins can be configured as GPIO or for other func-

tions like SPI, UART, JTAG, I2C, etc. In this regard, it comprises of four user mode 

configurations. Besides the user modes, there is also a pin test mode that it comprises 

of. The GPIO have programmable drive strength of 12 mA and 16 mA modes and in-
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tegrated pull-ups. Also, in terms of analog input, there are up to 19 analog inputs as 

ADCs or comparators. These ADC inputs are programmable in nature and has a 

6,8,10,12-bit resolution. The analog comparators are either fast speed or slow speed, 

low-power with wake-capabilities. Figure 3-7 illustrates how an Intel Quark D2000 

looks like.  

 

Figure 3-7: Intel Quark D2000. 

Although there exist numerous features in the various microcontroller that were dis-

cussed above. However, to narrow down the topic of this section, a summary of the 

common features in a tabular form is presented. Therefore, Table 3-2 illustrates a vis-

ual comparison between the various microcontrollers in terms of CPU core, speed, 

RAM, SD card, networking, Bluetooth, GPIO, ADC, type of communication, cloud 

connectivity, and the price of each of the microcontrollers. As seen from the table, the 

most powerful microcontroller is the Raspberry Pi 4 Model B that provides a RAM up 

to 4 GB. It is also the fastest as compared to the others, as it can operate with a speed 

of 1.5 GHz. However, in terms of the price, the ESP32 is the cheapest with a unit 

price of $4 whereas the most expensive is the microchip DM990004 at $99. 

Table 3-2: Comparison of Various Microcontrollers. 

Features Raspberry 

Pi 4 Model 

B [55] 

Particle Pho-

ton [56] 

ESP32 [57] Microchip 

DM990004 

[58] 

Intel 

Quark 

D2000 

[59]  

CPU Core Broadcom 

2711 64-

bits 

STM32F205 

with ARM 

Cortex M3 

Tensilica 

Xtensa Dual-

Core 32-bits 

PIC32MZ20

64DAH176 

Quark 

D2000 

with 

x86 
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Pentium 

proces-

sor 

Speed 1.5 GHz 120 MHz 240 MHz 200 MHz 32 MHz 

RAM 1 GB, 2 

GB, 4 GB 

128 KB 512 KB 

SRAM 

32640 KB 8 KB 

SRAM 

SD Card Up to 32 

GB 

Add-On Add-On Add-On Add-On 

Networking Ethernet, 

Wireless 

Ethernet 

Add-On, 

Wireless 

Ethernet, 

Wireless 

Ethernet Add-On 

Bluetooth Built-in Add-On Built-in Add-On Add-On 

GPIO 40 Up to 15 36 Up to 120 25 

ADC Add-On 7 12 Up to 45 19 

Communica-

tion 

I2C, SPI, 

CAN Add-

On 

RS232, I2C, 

SPI, CAN 

I2C, SPI, 

I2S, CAN 

RS232, I2C, 

SPI, CAN 

RS232, 

I2C, 

SPI 

Cloud Con-

nectivity 

Can be 

turned into 

a personal 

cloud 

Google 

Cloud based 

Google 

Cloud based 

Amazon 

cloud based 

Wind 

River 

cloud 

based 

Price $35, $45, 

$55 

$19 $4 $99 $15 
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3.2.2 Communication network layer 
The communication network layer acts as a bridge that connects between the physical 

domain layer and the virtual domain layer. The role of this layer is to effectively 

transmit or receive the data collected by the DT as well as the results collected by the 

processing of the DT. The collected information is then passed on to the higher layers 

where further processing and analysis can be performed. Since the virtual domain of 

the proposed architecture may not necessarily be present in the same geographical lo-

cation as the physical domain, the implementation of large area wireless networks is 

therefore necessary. Thus, various mobile communication technologies and satellite 

communication networks can be implemented to ensure seamless communication be-

tween the two domains. In the context of mobile communication technology, various 

mobile communication networks are present. Therefore, mentioned below are the dif-

ferent types of mobile communication networks: 

3.2.2.1 1G, 2G, and 3G cellular network  
The first-generation mobile networks first emerged in Japan in the year 1979. After 

which it emerged in the United States in 1980 and the UK in 1985. This cellular net-

work was based on an analogue technology which uses Frequency Division Multiple 

Access (FDMA) modulation. The utilization of this network successfully provides a 

channel capacity of 30KHz and a speed of 2.4kbps. However, the drawback of this 

network was that it was only restricted to voice calls, suffered from reliability and 

signal inference issues, and had limited security protections against hackers.  

The first major upgrade received by cell phones was when they switched from 1G cel-

lular network to 2G cellular network. One of the main differences between these two 

cellular networks was that the radio signals that were used by the 1G cellular network 

were analog in nature. Whereas in the case of 2G cellular network these radio signals 

were digital in nature. Furthermore, as compared to 1G cellular network, the 2G cellu-

lar network not only provide voice calls, but it also provided other services like Mul-

timedia Messaging Services (MMS) and Short Message Services (SMS).  Lastly, the 

2G cellular network also offered other features like high data rates, bandwidth, and a 

secure and reliable communication channel.  

Later, the 3G cellular network was first introduced commercially in 2001. It was the 

first generation of cellular network technology that provided numerous services which 
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are used today such as web browsing, email, video downloading, etc. The major goal 

of this cellular network was to support various types of applications, increase data 

transmission at a lower cost, facilitate greater voice and data capacity, etc. In terms of 

data rates, 3G networks provides a data rate of 2Mbps for stationary users, 384 kbps 

for low-mobility users, and finally 144 kbps for high-mobility users. Apart from this a 

bandwidth of 20 MHz is provided by this network.  

However, to ensure the smooth operation of DT, certain network requirements needed 

to be fulfilled. In addition to this, high bandwidth and high data rate were also re-

quired to transmit the vast amount of real-time collected into the virtual domain layer. 

Furthermore, a very low latency is also required to ensure the smooth transfer of the 

data from the virtual domain layer back to the physical domain layer. That is, it is im-

portant to ensure a minimal delay when the data is transferred back to the physical 

domain layer after being examined and analysed by various software that are present 

in the virtual domain layer. Another major factor to consider during the implementa-

tion of DT is the scalable and network capacity of the selected communication tech-

nology. That is, in the context of network capacity, this means that a single base sta-

tion should be capable enough to hold simultaneously as many connections as possi-

ble. Whereas, in the context of scalable capacity, this means that an increase in the 

hardware components of the communication systems should lead to a significant im-

provement in the network so that the DT can collect as much data as possible and 

spread it across the entire product, system or process depending on the given domain.  

The above-mentioned mobile communication networks do not sufficiently meet the 

requirements for implementing a DT. Thus, 4G, 5G and even the upcoming 6G net-

works can be considered for its implementation. Table 3-3 illustrates a summary of 

the differences between the different communication networks. 

3.2.2.2 4G cellular network 

This generation of cellular network was only made possible practically because of the 

advancements in mobile technology that occurred during that time. It was the first 

generation of large area wireless network that allowed user to switch between 4G to 

other networks and vice versa (vertical handover) as compared to the previous genera-

tion network that facilitated horizontal handover. Its main purpose is to provide higher 

speed, quality, and capacity to the users, while improving security and costs of inter-
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net, data, voice, and other multimedia services. Mobile web access, video conferenc-

ing, cloud computing, gaming, etc., are some of the potential and current applications 

that the 4G cellular network can provide. In terms of data rates, the 4G cellular net-

work can offer up to 100 Mbps for outdoor environments and 1 Gbps for indoor envi-

ronments. Apart from this, it also provides a latency of 100 ms while maintaining the 

same bandwidth of 20 MHz that the previous 3G network provides. In terms of capac-

ity, the 4G networks provide an increased scalable capacity of 50 to 500 bits/s/Hz/km2 

to its base station systems.  

3.2.2.3 5G cellular network 

5G is the fifth and current generation of cellular network whose intention is to im-

prove the services provided by 4G cellular network. It promises to significantly im-

prove the data rates, provide higher connection density and lower latency [60]. Some 

of the major features of 5G cellular network includes device-to-device communica-

tion, improved battery consumption and overall wireless coverage. As compared to 

4G cellular network, the 5G cellular network provides a bandwidth of 1 GHz, data 

rates up to 10 Gbps and a maximum speed of up to 35.46 Gbps which is around 35 

times faster than the speed provided by 4G. Such features of 5G networks will im-

mensely help in the facilitation of applications that require less latency, real-time 

communication with greater accuracy and precision. Furthermore, it also provides a 

latency of less than 1 ms and a scalable capacity of 50,000 bits/s/Hz/km2. In terms of 

network capacity, this cellular network will be able to support about 65,000 connec-

tions at any point in time. As 5G network operates on the radio frequencies of 28 GHz 

and 60 GHz for increased bandwidth, it therefore utilizes millimetre wave (mm wave) 

technology. However, the drawback of millimetre waves is that they are highly sus-

ceptible to interference and cannot travel long distances without significant attenua-

tion. Therefore, base stations for 5G networks must be employed with a distance of no 

more than 200 m or 300 m from one other.  In terms of size, these base stations will 

be much smaller than traditional base stations of the preceding generation communi-

cation technologies. 

4.2.2.4 6G cellular network 

6G is the sixth and upcoming generation of cellular network whose intention is to im-

prove the services provided by 5G cellular network. They are mainly developed with 
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the aim to give support to data hungry enabling applications through providing an en-

hanced connectivity and extended network coverage. In order to provide these con-

nectivity and network coverage demands in a cost-efficient manner, 6G aims to be 

decentralized in nature and will be designed based upon the integration of various 

communication networks like marine, aerial, underwater, terrestrial, etc. Such integra-

tion will aim to provide high speed internet network to any areas whether it is land, 

sea, rural, or urban. However, in order to provide such facilities, it is essential to ob-

tain various new infrastructures and architectures with high quality communication 

services [61].  

Table 3-3: Comparison of Different Cellular Communication Networks. 

Features 2G 3G 4G 5G 6 G 

Latency 500-

1000 ms 

200 ms 100 ms 10 ms 1 ms 

Frequency 1.8 GHz 1.6 – 2 

GHz 

2 – 8 

GHz 

3 – 30 GHz - 

Bandwidth 200 KHz 20 MHz 20 MHz 1 GHz 100 GHz 

Data Rates 64 Kbps 2 Mbps 1 Gbps 10 Gbps 1 Tbps 

Security 64-bit 

A5 

128-bit 

KASUMI 

Cipher 

128-bit 

AES, 

168-bit 

DES 

D2D and con-

tinuous authen-

tication 

- 

Coverage 

Range 

1-10 km 1-10 km 31 km 200-300 m < 200 m  

Network 

Capacity 

- - 1000 

nodes 

65,000 nodes - 

Scalable 

Capacity 

- 10 bits/s/ 

Hz/km2 

50-500 

bits/s/Hz/

km2 

50,000 

bits/s/Hz/km2 

- 
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3.2.3 Virtual domain layer 
The virtual domain layer comprises of the two major sub-layers: data aggregation and 

modelling and the data analysis and visualization layer. Mentioned below is a brief 

explanation for both of these sub-layers: 

3.2.3.1 Data aggregation and data modelling 

The role of the data aggregation in this sub-layer is to aggregate the environmental 

and operational data that was received by the communication network layer as well as 

the historical data of the given physical entity, its design specifications, and bill of 

materials so that it could be used by the data modelling process present in this sub-

layer as well as the further upcoming layers. The received data can be of three major 

types: structured, semi-structured, and unstructured. Figure 3-8 illustrates the different 

data types that exists in the context of DT. Table 3-4 illustrates a comparison between 

the different type of the collected DT data that can exist in this sublayer.  

 

Figure 3-8: Types of Digital Twin Data. 

The aggregation process of the data can take place in either the cloud platform or on 

the enterprise premises itself. The function of the aggregation process is to ingest data 

that is sent by the earlier physical domain layer as well as the pre-existing data of the 

physical entity. This pre-existing data must be transferred to a type of infrastructure of 

databases called data repositories. In general, the two major types of data repositories 

can be used for DT which is the data lakes and data warehouses. The role of data 

lakes is to store structure, semi-structure, and unstructured data in its raw form, that is, 

the form that exists prior to being stored in the repository, tagged with metadata. 
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Since the data lakes can be easily scalable at an affordable cost. Hence, they can be 

considered ideal for situations that required rapid storage of large volumes of data. 

Furthermore, the data stored in the data lakes will only become structured if it is re-

quired by the future operations. Data lakes often consists of a combination of numer-

ous technologies that may include cloud storage, databases, and Hadoop Distributed 

File System. On the other hand, data warehouses can be used to aggregate data over 

numerous sources like data lakes. However, for data warehouses the data needs to be 

organized and structured before being stored. Thus, data warehouses compromise of 

data that are can be readily analysed when accessed. Google Big Query, Azure SQL 

Data Warehouse, AWS Redshift, Oracle Autonomous Data Warehouse are examples 

of some of the popular vendor tools for data warehouses that exist in the market. 

Table 3-4: Comparison of Structured, Semi Structured and Unstructured Data. 

Features Structured Semi-Structured Unstructured 

Format Relational database HTML, JSON, 

XML 

Binary and charac-

ter data  

Robustness Very robust Limited -  

Scalability Difficult to scale Simple to scale Very scalable  

Query Perfor-

mance 

Structured query 

allows complex 

joining 

Anonymous queries 

are possible 

Supports only tex-

tual queries  

Storage Re-

quirement  

Less Significant  Large 

 

In the case of the DT, the data lakes can be used to rapidly store the real-time opera-

tional and environmental data that is collected from the sensors. This data can be 

structured in accordance with the provided schema. In addition to this, this data can be 

stored in data warehouses in non-real time. Data warehouses in general can play a vi-

tal role to store the previously acquired historical data, bill of materials, and design 

specifications of the given physical entity. Data stored in both repositories will be 
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used to build dynamic 3D models and for further analysis in the above upcoming lay-

ers. 

On the other hand, the function of the data modelling sublayer is to design dynamic 

3D models of the given physical entity that is being observed. As the physical entity 

goes through changes, the sensors present in the physical domain layer detects these 

changes and sends it to the virtual domain layer in which the data aggregation sublay-

er first stores the received data in the respective data repositories. Later, the data mod-

elling sublayer will read this updated data from the data repositories and then dynami-

cally design the corresponding 3D model. This 3D model takes the updated data into 

consideration to reflect the present state of the given physical entity. In addition to 

this, the model can be extended with the physical information as well as the temporal 

and contextual aspects of the physical entity relative to its operating environment such 

as the status of the machine, location, process flow, movement, temperature, pressure, 

and energy consumption. This in turn helps to generate a model that is more dynamic 

and robust in nature. 3D modelling software can be used to create the model and 

maps. Various programmatic modelling software options are available in the market 

that can be chosen. Google Sketchup is an example of one such software where the 

modelling process can be automated via the use of the Ruby API. Simio Simulation 

Software is an example of another software that helps to build base 3D models of the 

given physical entity using design specifications, bill of materials, and historical data 

provided to it. In addition to this, it can also be used to dynamically update the model 

based on sensor readings acquired from the physical domain layer.  

3.2.3.2 Data analysis and visualization 

Once the data is received at the virtual domain layer, the data analysis and visualiza-

tion layer then can access the data repositories to mine the data and report the result to 

the management. The purpose of data mining is to examine the condition of the given 

physical entity to forecast required maintenance or failures that might occur in the 

near future. Thus, the Virtual Twin of the given physical entity can be used effectively 

to remotely manage and monitor the physical entity. This management and monitor-

ing of the physical entity can be done by using various data analytics and business 

intelligence technologies and tools that facilitates the planning of effective mainte-

nance schedules, predict failures and disruptions, etc. With the generated Virtual Twin 
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model, design specifications, and bill of materials data, one can efficiently construct 

the available raw data in the virtual domain layer into a knowledge base that demon-

strates the status and performance of the given physical entity. This will thus help to 

transform the generated Virtual Twin model into a model that would be driven based 

on the operational parameters and the subsequent environmental data that are collect-

ed by the sensors. In addition to this, the use of advanced machine learning algorithms 

and data analytic tools can help to integrate real-time streaming sensor data with other 

operational inputs to generate an operational driven Virtual Twin. This operational 

Virtual Twin will help to display a dynamic virtual representation of the entire physi-

cal entity as well as the processes and operations it executes. Thus, it is important to 

combine data analysis with DT to obtain the best performance, quality, productivity, 

and efficiency of the given physical entity. The purpose of the data analytics sublayer 

is to perform the following two major operations [2]: 

• Execute complex operations on the large volumes of data that were collected 

by the sensors present in the physical domain layer which otherwise would not 

be able to be performed by the microcontroller.  

• Implement suitable machine learning or deep learning algorithms to predict 

the condition of the physical entity in the near future. First a classifier is built 

by utilizing supervised machine learning or deep learning algorithms. The 

purpose of this classifier is to work upon the real-time sensor data, historical 

data, bill of materials and the design specifications of the given physical enti-

ty. Mentioned below are the further elaboration of these techniques: 

Execution of Various Data Cleaning and Processing Techniques for Complex 

Tasks 

Various pre-processing and data wrangling methods provide different ways to handle 

sensor dataset, especially multivariate sensor dataset. Outlier detection, smoothing, 

data reduction, feature extraction, imputation from the raw sensor data are some ex-

amples of different techniques that can be applied on the multivariate sensor dataset. 

Smoothing on the sensor data is important to eliminate outliers before fitting the data 

to the respective machine learning model. Whereas discretization can be used to de-

fine the sensor values into nominal value based on the interval of threshold value that 

is pre-defined. Equal width binning, equal frequency, entropy minimization, and 
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Boolean reasoning are some examples of methods that help to perform discretization 

on sensory data. The purpose of the discretization method is to provide nominal or 

categorical data values that are required by most of the data mining algorithms to train 

its respective models. Attribute reduction techniques like Principal Component Anal-

ysis (PCA) can be used to transform the data into an independent set of attributes. In 

addition to this, it can also be used in selecting those sensor attributes that help to de-

pict the most variation, thereby reducing the complexity in a strongly dimensional da-

taset while still maintaining the patterns and trends. 

Implementation of Supervised Machine Learning Techniques on Sensor Data  

Machine learning is a huge field which can be classified into three major classes: su-

pervised, unsupervised and reinforcement learning. The supervised type of machine 

learning algorithms can be further classified into classification and regression super-

vised machine learning techniques. In the context of sensor data, both of classification 

and regression technique types of supervised machine learning techniques can be ap-

plied on it to gain a prior knowledge of the input data and its corresponding labels. 

That is, both the input data and its label can be used to perform various activities like 

predictive maintenance, quality analysis, efficiency optimization, etc. Table 3-5 fur-

thers shows the major differences between regression and classification techniques. 

One of the main use cases of classification algorithm is that it can be used to detect 

the failure of a given particular by examining the relative failure through the labels of 

failure and no failure in the sensor readings. Artificial neural networks, support vector 

machines, naïve Bayes, random forest, logistic regression, etc., are some of the com-

mon classification algorithms. Since multiple causes can be responsible for potential 

failure in a given sensor, thus any of these classification techniques can be employed 

to implement predictive maintenance using multiclass classification. Another type of 

supervised machine learning technique is regression which can be used to forecast the 

future sensor readings. In addition to this, the regression techniques can also be used 

to estimate the Remaining Useful Life (RUL) which is the number of remaining days 

left before the next failure occurs to a given sensor. 
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Table 3-5: Comparison between Classification and Regression ML Techniques. 

Classification Regression 

Predicts a discrete class label Predicts a continuous quantity 

Data is labelled into one of two or 

more classes 

Requires the prediction of a quanti-

ty 

Dependent variables are categorical Dependent variables are numerical 

Support vector machines, naïve 

bayes, nearest neighbours etc., are 

some examples of classification algo-

rithms 

Decision trees, linear regression, 

random forests, etc., some exam-

ples of regression algorithms 

 

Artificial neural networks are another major type of machine learning algorithm that 

is basically a type of a computational model which is based on the structure as well as 

the functions of a biological neural network. They are suitable for sensor data that 

comprises of multiple distinctive parameters over a large time span. This is because 

the sensors readings are mostly dimensional in nature over a small frequency. In addi-

tion to this, they can be used to predict the sensor readings for a lost or dysfunctional 

sensor, if there exists a strong interdependence between the sensor readings.  

3.2.4 Application layer 

The purpose of the application layer is to provide personalized services according to 

the needs of the customers or service providers across various sectors like healthcare, 

manufacturing, vehicle, retail, etc. However, to provide these services, the application 

layer first needs to turn the large amount of data transmitted to the virtual domain lay-

er into useful insights by the help of various techniques and businesses intelligence 

tools that help to record all the activities for a given component or sensor. For in-

stance, in the case of the manufacturing sector, the collected sensor data can be used 

to analyse to provide suggestions for scheduling predictive maintenances to decrease 

machine downtime. Furthermore, the collected data can also be converted into useful 

visuals like dashboards, bar graphs, reports, etc. This visual representation of the col-

lected data can be used to identify and examine problems for a given application. For 
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instance, it can be used in the healthcare sector to draw conclusions related with the 

health status of a specific patient. The acquired health status can be used to detect the 

most effective and treatment for the given patient. The generated dashboard charts can 

also be used to figure out certain Key Performance Indicators (KPIs) that are neces-

sary to execute certain industrial automation decisions. Various alert and notification 

systems can also be generated based on the processed results obtained in order to help 

users, organizations and service providers act quickly to address the underlying issues 

faced by the given physical entity. Moreover, the generated reports can be further ana-

lysed to detect any kind of weakness present in the design of the physical system. In 

case a problem arises in the physical system, necessary actions can therefore be taken 

to mitigate these problems faced. Therefore, depending upon the application domain, 

a DT can be thus used to help improve the efficiency, productivity, performance, and 

quality of a given physical entity. Figure 3-9 illustrates the major application domains 

that can implement DT to make use of such features. 

 

Figure 3-9: Digital Twin Applications. 

3.2.5 Security layer 
As depicted in Table 3-6, each of the layers of the DT architecture comprises of vari-

ous vulnerable components. The presence of these components can give rise to nu-

merous security challenges. Attackers can exploit these security challenges to launch 

various security attacks. For instance, the physical domain layer can be vulnerable to 

different physical attacks whose goal is to replace, damage, steal the sensors, actua-

tors, or the microcontrollers. Device tampering, firmware attack, reverse engineering 

etc., are some of the attacks that can occur in this layer. The communication network 
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layer can also be vulnerable to different attacks whose aim is to cause a disruption in 

the service that the network provides. Man in the Middle attack, DoS attack, replay 

attack, etc., are some of the examples of the attacks that can occur in this layer. The 

virtual domain layer on the other hand is also susceptible to various security attacks 

whose goal is to tamper or steal the data during the data aggregation and modelling 

phase or during the data analysis and visualization phase. SQL injection, authentica-

tion attack, malware injection, etc., are some of the examples of the attacks that can 

occur in this layer. Finally, the application layer can also be exposed to various securi-

ty attacks. The goal of the attacker in this layer is to disrupt the personalized services 

offered to the users based on their requirements. Session hijacking, phishing, malware 

etc., are some of the examples of the attacks that can occur in this layer. Therefore, to 

mitigate these attacks, organizations must ensure to implement different security 

countermeasure techniques that can help to eradicate the security attacks and chal-

lenges faced in each of the mentioned layers. To achieve this, it is important for or-

ganizations to understand in detail how the different security attacks can occur. Thus, 

the next chapter focuses in detail on the security aspects of DT. 

Table 3-6: Security Concerns at Each DT Layers. 

Domain Vulnerable Components Security Challenges 

Physical Domain Layer Sensors, actuators, and 

microcontrollers 

Data security and data 

authenticity 

Communication Network 

Layer 

Cellular networks, 

ethernet, and satellite 

Lack of authentication, 

heterogenous nature of 

collected data  

Virtual Domain Layer Data lakes, data ware-

houses, machine learn-

ing, deep learning 

Data security, guarantee 

of access control, data 

breaches 

Application Layer Third party apps and 

websites 

Data security of the em-

ployed applications, no 

universal standards or set 

policies  
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Chapter 4. Digital Twin Security  

In this chapter, an overview on the importance of security in DT is presented. After 

which a list of common security attacks and countermeasures that can occur generally 

in the layers of the DT system is presented. 

4.1. Overview 

The rise in the implementation of DT has set to transform various industrial and man-

ufacturing processes. According to a recent survey report, the global market size of 

DT is set to grow from $3.1 billion in 2020 to $48.2 billion by 2026 [62]. This mas-

sive rise in the utilization of DT is because of the various benefits it provides such as 

improved productivity, reduced costs and downtime, optimized maintenance, and 

monitoring of physical assets, etc. Nevertheless, just like any new technological 

trends, the security aspect of DT is unfortunately neglected as well, thereby giving 

rise to a multitude of security vulnerabilities, threats and attacks that can take place. 

Thus, to have a better understanding and examination of the security aspects of a DT, 

one must have an idea on how a DT is created in the first place.  

The process of creating a DT involves the collection of real-time and operational data 

that is generated by one or more sensors. Once this data is collected, it is then sent to a 

cloud-based system where analysis of this data can be performed via various machine 

learning algorithms. Finally, based on the relayed information, any identified changes 

are then replicated in the Twin itself. Since a large portion of DT utilizes cloud ser-

vices for the purpose of storing and processing data. This means that the management 

and selection of these services needs to be carefully done while bearing in mind the 

security aspect of such services. Management of such services must ensure that no 

software applications are executed without being pre-authenticated first. That is, users 

should be only allowed to access data according to the minimum level of data access 

they require. In addition to this, all collected data must be encrypted while being 

stored. Transmission of this data must be performed using secure and encrypted chan-

nels. Apart from this, physical security systems and their DT should be also moni-

tored via an automated verification service. The purpose of this service is to ensure 

that the DT is working as per desired and that no files have been corrupted or ac-
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cessed by an authorized party without the knowledge of the system administrators. 

Thus, the presence of security vulnerabilities and threats makes it necessary for organ-

izations to not rush on the adaptation of DT without carefully updating and assessing 

the latest security protocols. In addition to this, they must also be fully aware of the 

potential security vulnerabilities and threats that can occur in a traditional DT system. 

This is because acquiring a secure DT will not only protect the confidential infor-

mation it stores, but it will also protect the data from corruption that could have a 

negative impact on the decision-making process. 

4.2. General Security Attacks and Countermeasures 

As illustrated in chapter 3, a DT can be divided into five major layers: (1) physical 

domain layer; (2) communication network layer; (3) virtual domain layer; and (4) ap-

plication layer. Each of these layers uses diverse technologies that brings forward 

numerous security attacks. Thus, the following section discusses the various possible 

security attacks and countermeasures that are relevant to the DT system across the 

five layers. These security attacks and countermeasures were found by an extensive 

study of multiple research papers.  

4.2.1 Physical domain layer 
The DT comprises of the physical devices such as the sensors, actuators, and micro-

controllers that are vulnerable to various security threats due to the security flaws pre-

sent in their architectures. The sensors present in the DT can be of various types. 

Therefore, mentioned below are the security attacks that can occur:  

4.2.1.1 Eavesdropping 
It is one such attack that can occur in the physical domain layer [63]. Since a typical 

RFID system compromise of tags and readers that are wirelessly connected and com-

munication without the need of a human intervention. Therefore, there is a high 

chance that their respective communication medium can be eavesdropped. Typically, 

the eavesdropping attack is launched when the attacker can get the data that is trans-

mitted between the tag and the reader. This is mainly due to the reason that most of 

the RFID systems do not compromise of an encryption mechanism during the trans-

mission process because of its memory capacity. Thus, this makes it extremely easy 

for the attacker to obtain any confidential data from the respective RFID tags.   
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4.2.1.2 Spoofing 
This type of attack happens when a malicious tag pretends to be a valid tag and ob-

tains an unauthorized access [64]. That is, this attack is used to eavesdrop the data 

coming from the valid tag and copy the captured data to another one This type of at-

tack is concerned with spoofing RFID signals to obtain data stored on an RFID tag. 

After which the attacker uses the original tag ID to send his own data to appear to be 

from the original source, which enables the attacker to access the entire system as a 

legal node.  

4.2.1.3 Node tampering 

This type of attack targets the sensors node by performing an actual physical damage 

on it or even replacing the entire node or part of its respective hardware to gain access 

to confidential information [65].  

 

Apart from the sensors, the physical domain layer also comprises of microcontroller 

that can also be vulnerable to numerous security threats due to the security flaws pre-

sent in their architectures. Therefore, mentioned below are some of the most widely 

known security attacks: 

4.2.1.4 Firmware attack 
It is an attack that can occur in this layer [66]. This attack arises when the firmware 

files are not encrypted during transmission. This allows attacker to sniff and modify 

the traffic that occurs between the microcontroller and the server. Once the transfer of 

the malicious software is taken place into the targeted microcontroller the attacker 

would only need the architecture of the microcontroller that can be easily obtained by 

acquiring its manual [67]. Thus, the attacker would use the flaw that exists in the 

firmware updates for their advantage and the malicious code would then run once the 

firmware updates are installed onto the device. 

4.2.1.5 Reverse engineering  

Through reversing the source code of a given software or firmware used onto the mi-

crocontroller, an attacker can thus gain access to the confidential information such as 

the hardcoded credentials. In addition to this, the attacker can also find any kind of 

bugs that exits in the code which would help them to plan their attack. Thus, this at-

tack can be performed to inject malicious code onto the microcontroller [68].  
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4.2.1.6 Malware 
An attacker can use a malicious software (malware) to try to infect the given micro-

controller. Various types of malwares exist as an option for the attacker to launch this 

attack [69]. However, a common characteristic that exists between all of them is that 

they all are unwanted and potentially harmful in nature for the infected microcontrol-

ler. An infected microcontroller from a malware can modify the behaviour of the de-

vice itself [70]. 

 

Mentioned below are the countermeasures that can be implemented to mitigate the 

attacks faced in the physical domain layer: 

4.2.1.7 Physical security design 

Most of the devices in this layer can be avoided by designing devices in such a man-

ner that they are physically secure in nature [71]. This includes data acquisition unit 

design, radio frequency circuits, chip selection, etc. These components are required to 

be of high quality in nature and they should also not be easily changeable. 

4.2.1.8 Authentication 
To keep malicious devices away from the DT network authentication of the devices 

needs to be done before they get into the network. Without the implementation of 

proper authentication, the device should not be allowed to communicate with the net-

work that can prevent fake data flow into the network.  

4.2.1.9 Encryption 

Any lightweight encryption could also be implemented to mitigate the possible securi-

ty attacks that can occur in this layer. The advantage of these encryption algorithms is 

that it uses less memory, power, energy, as well computing resources to provide the 

security solution for resource-limited devices. 

4.2.2 Communication network layer 
The communication network layer of the DT system is also vulnerable to various se-

curity threats. These threats arise due to the various security drawbacks present in the 

communication network. Some of the major security attacks include the following: 
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4.2.2.1 Denial of Service (DoS) 
In this type of attack, the attacker tries to flood the network with large traffic so that 

the services that are meant to be provided to the intended users are unavailable [72]. 

4.2.2.2 Man in the Middle (MitM) 
In this type of attack, the attacker over the internet tries to intercept the communica-

tion that occurs between the two entities [73]. The attacker then disguises themselves 

as a legitimate node that communicates with the two victim nodes. This way the at-

tacker successfully gains the trust of both the victim nodes and obtain confidential 

information about them.   

4.2.2.3 Eavesdropping 
This attack allows the attacker to secretly listen to the communication that can take 

place between two entities. Thus, by launching this attack the attacker can listen to the 

conversations when the data is being transferred via unsecure servers, when the de-

vice is connected to an unsecure wireless network, when unwanted ports are open, 

etc., [74]. 

 

Mentioned below are the countermeasures that can be implemented to mitigate the 

attacks faced in the communication network layer: 

4.2.2.4 Authentication 

The illegal access of any nodes can be avoided by the implementation of appropriate 

authentication techniques [75]. 

4.2.2.5 Encryption 
Common encryption algorithms like AES, DES etc., can also be implemented to miti-

gate the attacks faced in this layer. 

4.2.3 Virtual domain layer 

The virtual domain layer comprises of the two sub-layers: The data aggregation and 

modelling and the data analysis and visualization. Many security threats can occur in 

both sub-layers. 

Therefore, in terms of the data aggregation and modelling sublayer, mentioned below 

are some of the major security attacks: 



62 
 

4.2.3.1 SQL injection 
This type of attack is used by the attacker to gain administrative access to the data-

bases via targeting the vulnerabilities that exist in the network [76]. To perform this 

attack, the attacker needs to input SQL commands in web forms that would execute 

fraudulent commands which would help to retrieve sensitive information. If the given 

database is not fully secured, then it will run these fraudulent commands without any 

issue and thus would provide the attacker access to the confidential information upon 

request. 

4.2.3.2 Data modification 

In this type of attack, any entity who has access to the sensitive information storage 

technologies can modify the data for their personal benefit or financial gain. During 

this attack, the attacker would try to manipulate the data and extract the sensitive in-

formation from inside.  

4.2.3.3 Unauthorized attack 
In this type of attack, an unauthorized attacker tries to infiltrate the system and also 

prevent the legitimate users to access into the system itself [77]. In addition to this, 

the attacker also can try to delete the confidential information. 

In terms of the data analysis and visualization sublayer, mentioned below are some of 

the major security attacks that can occur: 

4.2.3.4 Password attack 

This type of attack can be launched by various means like password guessing and 

password re-usage [78]. Password guessing as the name implies is a type of attack in 

which the attacker tries to input common password combinations until they success-

fully find a password match. Whereas password re-usage is another type of attack in 

which the attacker knows the password already, however they try to use this same 

password to access multiple other accounts.   

4.2.3.5 Malware 
Malware is another type of attack that could occur in the cloud [79]. In this attack, the 

attacker tries to alter data, obtain control, or execute malicious code through injecting 

malicious service instance or virtual machine into the cloud [80]. For instance, the 

attacker would copy and upload the service instance of the victim, but malicious in-
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stance responds to the request when some service requests the instance of the victim. 

As a result, the attacker would thus obtain the confidential data. 

4.2.3.6 Authentication attack 

Another form of attack is called the authentication attack [81]. This attack can be used 

by the attacker as some of the cloud services still use some sort of a single factor au-

thentication process and a simple username and password requirements or compro-

mise of weak password. The attacker can therefore utilize this vulnerability to their 

advantage when they want to try to disrupt the services or steal the confidential in-

formation.  

To mitigate the security attacks faced in this layer, mentioned below are some of the 

countermeasures that can be employed: 

4.2.3.7 Data encryption 
One such example is homomorphic encryption. In this type of encryption, the cipher-

text is allowed to be computed immediately without being decryption. However, it 

requires a high computation although it assures data security [82].  

4.2.3.8 Fragmentation Redundancy Scattering (FRS) 
In this technique, the important data onto the cloud is separated and allocated to vari-

ous fragments of storage in servers.  Since the fragment has no useful data details by 

themselves alone, the risk for data theft is therefore highly minimized [83]. 

4.2.4 Application layer 

The application layer of the DT system comprises of tailored services that are pre-

sented to the user according to their desired preferences. The major security threats to 

the application layer target these personalized user services. Some of these attacks 

include the following: 

4.2.4.1 Session hijacking 
In this attack, the attacker tries to create a legitimate temporary session that would be 

then used between the server and the application user for harmful purposes [84]. To 

generate such a session, the attacker would first use some form of an authentic cookie 

from the computer of the user to be able to connect to the server. After performing 

this action, a valid connection is then established. This connection would then be used 

to access any information that is transmitted between the server and the user. 
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4.2.4.2 Phishing 
In this attack any sort of sensitive information can be obtained by the attacker as they 

would masquerade themselves as a legitimate entity [85]. Often fake links or forged 

emails that look like some sort of a legitimate websites are used to deceive the user in 

believing that they from a trustworthy entity to gather the confidential information 

about them. 

4.2.4.3 Malware 

In this type of attack, the attacker would create some sort of a malicious software that 

would then get installed on the device of the victim without them knowing about it. 

This attack would be then used to gain access to the confidential information or to 

damage the device of the victim itself [86]. 

Mentioned below are the countermeasures that can be implemented to mitigate the 

attacks faced in the application layer: 

4.2.4.4 Anti-virus, anti-spyware, and anti-adware 
Various software like anti-virus, anti-spyware, and anti-adware needs to be installed 

in the systems of the user to ensure the confidentiality, reliability, and integrity of the 

DT network [87].  

4.2.4.5 Risk assessment 
Another way the application layer can be secure is by the implementation of risk as-

sessment technique. The purpose of this technique is to continuously detect threats 

which occurs in the system, apply relevant patches, and update the firmware of the 

system so that the overall security of the system can be enhanced further [88]. 

4.3. Proposed Digital Twin Security Model 

As observed from the above subsection, DT can be vulnerable to numerous security 

attacks. Thus, through the analysis of these security attacks and its relevant counter-

measures a general proposed DT security model was presented as illustrated in Figure 

4-1. Based on this, a multi-layer secure DT architecture was proposed as illustrated in 

Figure 4-2.  



65 
 

 

Figure 4-1: Proposed Digital Twin Security Conceptual Model. 

 

Figure 4-2: Proposed Multi-Layer Secure Digital Twin Architecture. 
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Chapter 5. Digital Twin Security Modelling 

This chapter talks in brief about the proposed method used and its relevant back-

ground.  

5.1. Model Checking Background 

To implement the proposed multi-layer secure DT architecture mentioned in the earli-

er section, a formal modelling technique was used. Although, several formal verifica-

tion techniques are extensively used to implement and verify a given system design 

across various domains. Model checking and theorem proving are some of the well-

known formal verification techniques that has also been used as a validation tech-

nique. Therefore, in this case, an approach that uses Probabilistic Model Checking 

(PMC) to validate the system properties was chosen. This approach is different than 

other existing approach such as machine learning. The reason for this is because PMC 

approach relies on an existing model where it can check certain properties of the sys-

tem represented in temporal logic, whereas the machine learning approach learns the 

model and then predicts the outcome on a new dataset.  

The models chosen for the PMC model are coded using PRISM language whereas the 

property that needs to be investigated is written in property specification language that 

incorporates various temporal logics. Some examples of the common models used in 

PRISM includes the following:  

1. Markov Decision Process (MDP) 

2. Discrete-time Markov Chain (DTMC) 

3. Continuous-time Markov Chain (CTMC) 

4. Probabilistic Automata (PA) 

5. Probabilistic timed Automata (PTA) 

Mentioned below are the following two models used to validate the system properties: 

5.1.1 Markov Decision Process (MDP) 

A typical MDP is formally represented by a 4-tuple  M = (S, s!, A, g), where S is a fi-

nite number of states, 𝑠! is the initial state where 𝑠! ∈ 𝑆, 𝐴 represents the set of all 

possible actions, and finally g	refers to probability distribution for every state 𝑠 	 ∈ 𝑆,

𝑎	 ∈ 𝐴𝑐𝑡(𝑠)	such that ∑ g	(s, a, s!) = 1#!∈	% . Where 𝐴𝑐𝑡(𝑠)	refers to the set of enabled 
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actions at the state 𝑠 	. To demonstrate the working of the MDP, a simple example of a 

MDP model is demonstrated in Figure 5-1. This model comprises of the following 

parameters: 𝑆 = {𝑠&, 𝑠', 𝑠(}, 𝑠! = 𝑠&, 𝐴 = {𝑎&, 𝑎', 𝑎(}, g(s&, a&, s') = 	g	(s&, 𝑎', 𝑠() =

0.5, g	(s', 𝑎(, 𝑠') = 0.8, g	(s', 𝑎(, 𝑠() = 0.2, g	(s(, 𝑎&, 𝑠&) = 0.4, g	(s(, 𝑎(, 𝑠() = 0.6. 

For this case, the enabled actions are as follows: 𝐴𝑐𝑡(𝑠&) = (𝑎&, 𝑎'), 𝐴𝑐𝑡	(𝑠') =

(𝑎(), 𝐴𝑐𝑡(𝑠() = (𝑎&, 𝑎(). As seen from the set 𝐴, that represents all possible actions 

in the given MDP model in which the model non-deterministically choses the best 

action (to maximize or minimize reward) in order to transition to the next state. This 

behaviour coincides with the way a skilful attacker works, in which case the attacker 

uses its intelligence and knowledge to choose the best component to launch an attack 

amongst the available number of components present. Therefore, to model the behav-

iour of the skilful attacker, the MDP model was chosen.  

 

 

Figure 5-1: Example of a MDP Model. 

5.1.2 Discrete-time Markov Chain (DTMC) 

Apart from the MDP model, a brief overview of the Discrete-time Markov Chain 

(DTMC) model is presented in this subsection [89]. Formally, a DTMC can be de-

scribed as 4-tuple D = (S, s′, P, L). Here, 𝑆 represents the finite set of states, 𝑠′ is the 

initial state where 𝑠! ∈ 𝑆	, 𝑃	is the transition probability matrix and finally 𝐹 is the 

functioning label states that comprises of atomic propositions. That is,  𝐹 ∶ 𝑆 → 2)*. 

As demonstrated in Figure 5-2, a typical DTMC comprises of 4 states 𝑆 =

{	𝑠&, 𝑠', 𝑠(, 𝑠+}, here the initial state 𝑠! ∈ 𝑆. The transition probability for this case is 

the following: 
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𝑃 = 	 E

0 0.7 0.3 0
0 0 0.1 0.9
0 0 1.0 0
0 0 0 1.0

I 

Moreover, the set of atomic propositions in this case is {𝑥, 𝑦} and for the function 𝐿 

the labels is 𝑠&with 𝑥 and 𝑠+ with 𝑦 respectively. However, in this case, unlike the 

MDP model, the DTMC model does not compromise of the set 𝐴 which represents all 

possible actions. That is, the DTMC model does not have any choice between the ac-

tions as only one action is available at any given state. Therefore, the DTMC model 

does not differentiate between minimum or maximum reward. Thus, in this case, the 

model deterministically chooses the next best state. Since this behaviour coincides 

with the way a naïve attacker behaves in which the attacker does not choose the best 

component based upon a given situation. Therefore, to model the behaviour of the na-

ive attacker, the DTMC model was chosen. 

 

Figure 5-2: Example of a DTMC Model. 

5.1.3 Linear Temporal Logic (LTL) 

To analyse a probabilistic model which has been specified and constructed in PRISM, 

it is necessary to identify one or more properties of the model which can be evaluated 

by the tool. The required specification can be given in the form of linear temporal log-

ic (LTL) which is nothing but an extension of temporal logic that can be implemented 

to verify certain properties for a given computer system. PRISM is used to either 

check if the system satisfies the given specifications under a strategy, or to synthesize 

a strategy that meets some specifications. Mentioned below is one such example of 

the syntax used in the LTL formula [90] as demonstrated in Equation 1: 

 Ψ:: =  Τ | Ψ|  ¬Ψ| Ψ1	 ∧ 	Ψ2 | ◯ Ψ| Ψ1	 ∪ 	Ψ2                 (1) 



69 
 

 
 

5.1.4 Probabilistic Symbolic Model Checker (PRISM) 

PRISM is one of the widely used probabilistic model checker that has been success-

fully applied to model and assess various reactive systems that exhibit random as well 

as non-deterministic behaviour. A variety of systems have been analysed with the 

help of PRISM such as security protocols, randomized distributed algorithms, net-

work protocols, and transportation systems. A system can be broken into modules that 

interact with each other thereby resulting in system evolution. 

In order to construct and analyse a model with PRISM, it must be specified in the 

PRISM language, a simple, state-based language, based on the Reactive Modules 

formalism of Alur and Henzinger [91]. This is used for all of the types of models that 

PRISM supports. The fundamental components of the PRISM language are modules 

and variables. A model is composed of several modules which can interact with each 

other. A module contains several local variables. The values of these variables at any 

given time constitute the state of the module. The global state of the whole model is 

determined by the local state of all modules. The behaviour of each module is de-

scribed by a set of commands which can take the following form: 

[action] guard -> prob_1 : update_1 + }  {... + prob_n : update_n; 

On the other hand, the state variables are declared in the following manner: 

x: bool  init  false; 

The above statement means to declare a boolean state variable x is initialized to false.    

A module in PRISM language starts by using the following command: 

module 

 xyz ... 

 endmodule 

Furthermore, any model can also include certain rewards added to it to provide more 

information regarding the system constructed. To formulate rewards in the PRISM 

language, the same syntax to create a module can be used, except the keyword "re-
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wards" would be used instead of "module". Mentioned below is an example of a sim-

ple reward that can be used: 

rewards 

x=0 : 100; 

x>0 & x<10 : 2*x; 

x=10 : 100; 

endrewards 

5.2. Proposed Methodology 

In this section, an elaboration on the proposed approach to model the security in the 

DT system is presented. The proposed model comprises of two tiers of defence to 

capture the security of DT for the implementation of various realistic scenario. Fur-

thermore, the model is also independent of individual defence mechanisms that are 

used at each tier. Any kind of existing security mechanism or services can be em-

ployed to mitigate security attacks. In the first tier of defence, individual component-

based security mechanism such as encryption and authentication are considered. The 

defences present at this tier will become weak when vulnerabilities are discovered at 

the component level. Apart from the defence available at the first tier, there are also 

exists independent defence mechanisms present at the second defence tier whose role 

is to help monitor the services and then execute the required actions. Anti-malware 

software, firewall and intrusion detection system are some examples of the defences 

that can exist at the second-tier defence. 

5.2.1 Overall system model 

Let 𝑆,- = (𝑀. , 𝑀/) be a tuple that represents the proposed security system for DT 

where 𝑀. represents layered security model, and 𝑀/ represents the attack objective. 

𝑀. 	is a tuple {𝑙0}	where 𝑙0𝜖	S𝑙1, 𝑙2 , 𝑙3 , 𝑙4T 	represents physical domain, communication, 

virtual domain, or application layers. A set of components 𝐶 = {𝑐#, 𝑐4 , 𝑐5 … } is 

considered in the system such as sensors, actuators, microcontrollers, etc., in which 

different kinds of security attacks can be launched on the system. Furthermore,  𝑂 =

{𝑜', 𝑜(, … 𝑜5} is the set of attack objectives considered such that ∀	𝑜0 	𝜖	𝑂, 𝐶0	⊆	𝐶	is a 

set of components where 𝑐7 	𝜖	𝐶0 	is vulnerable to 𝑜0 	and ∪/"∈8 𝐶0	⊆	𝐶	. Corresponding 
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to each attack objective 𝑜0 	𝜖	𝑂 and the relevant components 𝑐7 	𝜖	𝐶0	 vulnerable to 

𝑜0 ,	there is a tuple 𝑝	07 = S𝑝/
07 , 𝑝9

07T	that captures the probability of attack objective and 

defence being successful respectively. A matrix 𝑃	[𝑚 × 𝑛]	captures all such tuples 

with each row 1 ≤ 𝑖 ≤ 𝑚	 for 𝑜0𝜖	𝑂 and column 1 ≤ 𝑗 ≤ 𝑛	 for 𝑐7 	𝜖	𝐶	 such that 

∀	𝑖	𝑃[𝑖, 𝑗] = {0,1} where 𝑐7 ∉ 𝐶0.  

Depending upon the adversary’s objective, there could be multiple methods to achieve 

it. Each method involves compromising a set of components. The attacker chooses an 

attack and its corresponding component to launch an objective. After an attack objec-

tive is successful with probability 𝑝/
07, the first-tier defence for the system automati-

cally responds to it with the below probabilities:   

 
𝑇1,:; = e

𝑑𝑒𝑡𝑒𝑐𝑡𝑠	𝑤𝑖𝑡ℎ	(1 −	𝑝/
07)

𝑑𝑜𝑒𝑠	𝑛𝑜𝑡	𝑑𝑒𝑡𝑒𝑐𝑡	𝑤𝑖𝑡ℎ	𝑝/
07 	

 

 

 
(2) 

In the case the attacker fails to launch an attack to the given component, then the at-

tacker resorts to attacking another component and continues to launch an objective on 

the given system until the attack objective is met. However, if the attacker becomes 

successful in launching an attack at the first level, the second-tier defence for the sys-

tem takes charge and tries to stop the attack with a probability of  𝑝9
07. 

 
𝑇2,:; = e

𝑑𝑒𝑡𝑒𝑐𝑡𝑠	𝑤𝑖𝑡ℎ		𝑝9
07

𝑑𝑜𝑒𝑠	𝑛𝑜𝑡	𝑑𝑒𝑡𝑒𝑐𝑡	𝑤𝑖𝑡ℎ	(1 − 𝑝9
07)	

 

 

 
       (3) 

The attack on a given component 𝑗	is said to be successful if the component cannot 

defend itself with probability k1 −	𝑝9
07l. For such a case, the component is then 

marked as compromised and the attacker might have to continue its objective on other 

relevant components till the desired objective is met. Conversely, if the second tier of 

defence succeeds (with probability 𝑝9
07) in mitigating the objective then the system 

creates an alert to increase the defence level for the system by a factor 𝑑𝑒𝑓<	(	< 1)	up-

to a maximum value 𝐿𝑒𝑣𝑒𝑙9=< .	  
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(4) 

The security system operates in parallel, where its job is to constantly monitor the sys-

tem logs using advanced data visualization and analytics methods to identify any po-

tential threats. The system quickly responds to the recognized threats through proac-

tive measures that helps to significantly reduce the system compromise as shown be-

low: 

 
𝑝9
07 = e𝑝9

07 	. k1 + 𝑑𝑒𝑓<l
."$ , 𝑙07 	£	𝐿𝑒𝑣𝑒𝑙9=<

07 	
1																													, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
  (5) 

 

Corresponding to each type of attack and the related components, there is cost 

𝑐𝑜𝑠𝑡07 	associated to each attempt of attack. Attacker’s cost can be given as:   

 𝐶𝑜𝑠𝑡/ =	 ~ ~ 	
2"	∈	>"	

𝑛07 	× 	𝑐𝑜𝑠𝑡07
/"	∈	8	

 

 

 
              (6) 

Where 𝑛07 	is the number of attack attempt on component 𝑐7 	for attack objective 𝑜0. 

The attacker stops if any of the following conditions hold: 

1. Any given attack is successful, and the system is compromised against the 

given attack objective. 

2. Attacker tries a wide variety of attacks till it exhausts the provided re-

sources: 𝐶𝑜𝑠𝑡/	³		𝑇54?2/#@
		.	Here 𝑇54?2/#@	is the maximum threshold value for 

the attacker’s cost. 

3. Attacker has no more time left for time-bound attacks. 

Given a set of objectives 𝑂	and a function ∀0 	∈ 𝑂, 𝑐𝑜𝑚𝑝(𝑖) = 𝐶0 which returns the set 

of components corresponding to each type of objective, the system is said to be com-

promised if the following formula is true: 

 ∅ = 	�∅0
0	∈8

 

 

                  (7) 
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Such that ∀	𝑜0 	 ∈ 𝑂, 𝑘 = |𝐶0|	and	∀7 	∈ {1,2, … 𝑘}	𝜑7 	is true when 𝑐7 ∈ 𝐶0 	 is compro-

mised with probability k1 −	𝑝9
07l. 

 ∅0 =	𝜑'𝜊	𝜑(𝜊	𝜑+𝜊… 	𝜊	𝜑A                       (8) 
 

Here 𝜊	 ∈ {	∨	, ∧	}	represents either conjunction or disjunction operator and it is cho-

sen such that ∅0 	will become true.   

5.2.2 Attack-defence model 

The construction of the attack-defence model mimics the behaviour of the attacker 

which can be as mentioned earlier, either a naive attacker or a skilful attacker. A naive 

attacker is considered to have basic level of knowledge and skills required to launch 

an attack. Whereas a skillful attacker is an individual who has enough experience and 

knowledge and skills that are required to execute an attack. Figure 5-3 depicts the at-

tack-defence model used.  

 

Figure 5-3: Attack-defence Model.  
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The DTMC (naïve attacker) or MDP (skillful attacker) model starts with the attacker 

initially choosing a specific kind of attack 𝑖 from the given list of attack objective 𝑂. 

After this, the attacker chooses a component 𝑐	07 	 ∈ 		 𝐶0 which is modeled non-

deterministically or deterministically (depending upon the type of attacker). Once the 

attacker successfully comprises the chosen component with the given probability 

𝑝/
07 ,	it then enters to the next state where the second tier defence activates and tries to 

mitigate the attack with probability 𝑝9
07 .	If the second tier defence fails to protect the 

component against the attack, then the status of the component changes to compro-

mised. The overall working of the proposed attack-defence model is illustrated in Al-

gorithm 1. 
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After the implementation of the model in PRISM is completed, the given system spec-

ifications can be generated using LTL formula which is then verified against the pro-

posed model. Mentioned below are the given LTL formula that have been used to 

check against some of the system properties: 

• {𝑃54?=? [ true U<= Time objectiveSuccess]} here 𝑃54? stands for the maxi-

mum probability that can be achieved by an attacker through the successful 

execution of an attack objective successfully within the given time constraint. 

A low 𝑃54? value means that it is difficult for the attacker to launch an attack 

objective. Whereas a high 𝑃54? value means that it is easier to launch an at-

tack objective.  

• R {"Attack_Cost"} min=? [C<=Time] where C stands for cumulative and At-

tack_Cost is a variable used in PRISM to increment the cost value whenever 

the given attack objective is executed.  

 

Furthermore, the probability of success for a given objective is given by Equation 9.  

 𝑝/ = 𝛼	 		2%&'&% 	. 𝑝BCD 		
/  

 
         (9) 

Here 𝑝BCD 		/ 	refers to the maximum probability of attack objective success and 

𝛼	 		2%&'&% 	represents how easy it is to execute an attack on a given component for a spe-

cific attack.  

Apart from this, for the second-tier defence, three categories of defences: low, medi-

um, and high level were employed as shown below in Equation 10: 

 
𝑝9 = �

𝛽. . 𝑝BCD 		9 𝑙𝑜𝑤	𝑙𝑒𝑣𝑒𝑙	𝑑𝑒𝑓𝑒𝑛𝑐𝑒	
𝛽5. 𝑝BCD 		9 𝑚𝑒𝑑𝑖𝑢𝑚	𝑙𝑒𝑣𝑒𝑙	𝑑𝑒𝑓𝑒𝑛𝑐𝑒
𝛽E . 𝑝BCD 		9 ℎ𝑖𝑔ℎ	𝑙𝑒𝑣𝑒𝑙	𝑑𝑒𝑓𝑒𝑛𝑐𝑒									

 

 

 
(10) 

Here, 𝛽. 	, 𝛽5, 𝛽E ,		represents the overall security level values for the respective de-

fence profile levels. And 𝑝BCD 		9 represents the maximum defence mechanism that exist 

for the least secure component.  
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Chapter 6. Use Case: Digital Twin in Healthcare 

Although the proposed security DT architecture can be used for any use cases in DT, 

in this case, it is used as an application for the healthcare sector. Therefore, in this 

chapter, a case study for the use of DT in healthcare was focused where the different 

security attacks that can occur in the DT for the healthcare sector in each of the DT 

layers were presented.  

6.1. Overview 

The role of DT in the healthcare industry is to generate a virtual replica for a given 

physical service or object it represents, thereby providing various facilities like evalu-

ation and monitoring without being in near distance with the given physical service or 

object they aim to represent. In addition to this, the generated Virtual Twin can also 

help in providing an environment that helps to examine the impact between the per-

formance differences that can occur when any changes would have been executed to 

the given physical entity. By executing different changes to the physical entity, sever-

al possible future problems can be predicted along with the time it might require im-

plementing the necessary procedures or the changes. Additionally, the most efficient 

and optimal solution can also be chosen accordingly to which solution would lead to 

risk reduction that can be particularly very crucial for the healthcare sector. The work-

ing of DT in healthcare can be broadly divided into the architectural layer it comprises 

of. That is, initially the process would start with the physical domain layer in which 

the physical world could comprises of a patient, healthcare object, or service. This 

physical entity would be then attached to various sensors according to its respective 

applications. The role of the sensors is to collect the necessary operational and envi-

ronmental data from the given environment and feed it to the microcontroller. The 

purpose of the microcontroller is to further process the collected data and send it to 

the upcoming layers. Apart from this, the data processed by the DT can also be sent 

back to the actuators to execute some local decisions if required. After the data has 

been processed by the DT, it will be transmitted to the communication network layer. 

The communication network layer plays a vital role in acting like a bridge between 

the physical domain layer and the virtual domain layer. The virtual domain layer plays 

the role of executing two major roles that can be divided into the form of two sub-

layers. The first sub-layer is the data aggregation and modelling sub-layer where the 
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patient vital information gets stored in the data warehouses or in data lakes in the 

form of EHR/ EMR/ PHR. After this the data gets collected to be further transmitted 

to the second sub-layer which is the data analysis and visualization sublayer. Here the 

data gets analysed through the means of different data analytics and business intelli-

gence technologies that help to generate the Virtual Twin that could be the human 

body, device, or an entire hospital itself. This Virtual Twin is then accessed by the 

healthcare professional through the means of different devices, websites, or applica-

tions.  

In general, the role of a DT in the healthcare sector can be broadly classified into 

three categories: hospital design, hospital management and patient care. Several com-

panies have developed DT in these categories. For instance, a DT for hospital design 

and management has been developed by GE Healthcare [92]. Dassault Systèmes is 

another company that has developed a DT for patient care where they claimed to be 

the first company that has successfully modelled a realistic human heart that provides 

a virtual representation of all functions of the heart like mechanics, electricity, blood 

flow, etc., [93]. Famous company like Philips have also benefited from the potential 

benefit that DT in the healthcare provides when it comes to designing a model of the 

devices or humans [94]. All the products and services that these companies demon-

strate a good example of how one of the biggest advantages of DT is that it can help 

in testing whether a particular decision would work in the simulated real-time envi-

ronment or not. Based on how this environment behaves, the DT can give some form 

of feedback of how efficient the decision was. This decision can be done through the 

analysis of the simulated environment. A good example of such a situation is when a 

doctor wants to treat a particular patient. To do so the doctor would run different tests 

regarding the various treatment on the Virtual Twin of the patient first. The Virtual 

Twin will then provide feedback on the most optimal treatment for the patient.  Thus, 

a bidirectional communication is established between the healthcare professional 

(doctor in this case) and the analysis of the data that helps to generate the real-time 

Virtual Twin. Thus, the adaption of a DT will lead to the generation of a behavioural 

model that facilitates the experimentation of new healthcare treatments with a in real-

time simulated version of the “original” patients before they have been executed. 
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6.2. DT Security in Healthcare 

DT have been recently playing an active role in the enhancement of the healthcare 

facilities. By creating a Virtual Twin of an operational strategies, hospital, staffing, 

etc., appropriate decisions can be implemented based on what actions are required to 

be executed. These generated Virtual Twins can help to solve a numerous problem. In 

terms of hospital management, they can help to solve problems such as staff sched-

ules, bed shortages, operations rooms, etc. Whereas in the context of patient care they 

can help to optimize the patient treatment, cost, and effectiveness. Apart from this, a 

Virtual Twin of an entire hospital can also be generated to create a safe environment 

which would test the performance impact when any changes occur over it.  

Overall, the implementation of DT in healthcare can help to enable efficient strategic 

decisions, model individual human behaviours based on their individual genomic 

makeup, physiological characteristics, and lifestyle to suggest personalized medicine. 

However, the development of a Virtual Twin for a human body would compromise of 

a much more advanced process that includes sensors whose role is to efficiently pro-

vide data for the generation of a Virtual Twin. Nevertheless, before taking advantage 

of the benefit of implementing a DT, it is important to first consider the security as-

pect of DT in the healthcare sector. This is because the negligence of security in the 

healthcare sector could lead to the following possible consequences:  

6.2.1 Risk for human life 
Any attack that can occur in the Twin architecture for the in-patient monitoring sys-

tem may directly affect the functionality of the system thereby risking the life of the 

patient in great danger [95].    

6.2.2 Lack of data privacy  

Execution of security attacks done by the attacker might also lead to the exposure in 

the data of the patient that would violate the common data privacy law in the 

healthcare sector [96].   

6.2.3 Loss of reputation 
The execution of the attacks done by the attacker would lead to the violations of sev-

eral healthcare policies and privacy rules that would lead to a loss in integrity which 

would thereby cause a negative impact on their reputation [97]. 
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6.2.4 Monetary loss 
Numerous damages can be caused by the execution of security attacks on the DT ar-

chitecture. The need to recover from these damages would lead to the extra expense 

that can have an impact on the overall financial budge of the respective healthcare or-

ganization [98]. 

Therefore, to mitigate these consequences faced, it is important to study its cause (se-

curity attacks) so that appropriate countermeasures can be implemented. Thus, the 

next subsection focuses on the major security attacks faced in terms of the use of DT 

in the healthcare industry.  

6.3. Security Attacks 

As seen from the previous chapter, DT can be vulnerable to various types of security 

attacks. This section focuses on a specific application of DT in healthcare. Since there 

exist numerous applications of DT in healthcare. In this case study the focus was nar-

rowed down to the use of DT in-patient monitoring system. Figure 6-1 illustrates a 

typical DT architecture in the use of the in-patient monitoring system. Whereas Figure 

6-2 provides a sequence diagram for the in-patient monitoring system. As seen from 

the Figure 6-1, the working of the healthcare monitoring system can be divided into 

the following three main categories: 

6.3.1 Communication between sensors and microcontrollers 
The DT comprises of the microcontroller. Since the data initially flows from the in-

formation collected by the sensors attached to the body of the patient to the microcon-

troller as illustrated in Figure 6-3. Therefore, mentioned below are the following pos-

sible security attacks that can occur during the data flows that takes place between the 

sensors and microcontrollers: 
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Figure 6-1: Data Flow from Sensors and Microcontrollers. 

6.3.1.1 Man in the Middle Attack (MitM) 

This attack will utilize ARP cache poisoning to intercept packets that is transmitted 

between two entities. The attacker will act as a Man in the Middle between the sen-

sors and microcontrollers. Thus, the data packets that will be sent to the receiving en-

tity will be first intercepted by the attacking machine and then forwarded to the desig-

nated receiver. Figure 6-4 illustrates a visual representation of this attack. In terms of 

the in-patient monitoring system, the attacker will use this attack to sniff the patient 

data that gets transmitted from the sensor to the microcontroller.  

 

 

Figure 6-2: Man-in-the-Middle Attack. 
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Figure 6-3: Digital Twin Architecture for In-Patient Monitoring System. 
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Figure 6-4: Sequence Diagram for In-Patient Monitoring System. 

6.3.1.2 Sniffing 
It is a passive attack in which the attacker tries to learn the communication that takes 

place between two entities. One way to launch this attack is by installing a software 

called Wireshark that helps to sniff the packets. In addition to this, it is also important 

for the attacking machine to use Wireshark on the same local network as the micro-

controller. After confirming this, the attacker will first perform an analysis of security 

on remote access and on the network to which the microcontroller is connected. Then 

through Wireshark, the attacker will sniff the packets on the network that the micro-

controller is receiving. Figure 6-5 illustrates a visual representation of this attack.  

 

Figure 6-5: Sniffing Attack. 
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In terms of the in-patient monitoring system, the attacker will use this attack to sniff 

the sensitive information of the patient like their vital information that were collected 

via the sensors. 

6.3.1.3 Denial of Service (DoS) 

It is a network-based attack whose main purpose is to disable the access to the target 

network. This attack can only be implemented on the devices that are connected on 

the same local network. To launch this attack, the attacker first manipulates the re-

ceived data packets on the network using Scapy within Python. Scapy is a packet ma-

nipulation tool that lets users to send altered packets over the network. This software 

can therefore be used to flood the network with large amounts of packets. This will 

thus leave the microcontroller unable to handle the massive data packets as received 

from the sensors. Figure 6-6 illustrates an overview of the DoS attack. This attack 

when employed in the in-patient monitoring system will disable the access to the 

communication that exists between the sensor and the microcontroller.    

 

Figure 6-6: DoS Attack. 

6.3.2 Physical domain layer to virtual domain layer 

The data packets received from the sensors gets collected and converted to a single 

data packet at the DT. However, once this data is received at the DT, it needs to be 

forwarded further to the cloud to facilitate the required operations. That is, as illus-

trated in Figure 6-7, data now flows from the data acquisition unit to the cloud. The 

role of the cloud in this process is to initially store the collected data in the respective 
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data repositories (data lakes and data warehouses). However, just like the previous 

data flow process, this data flow process can also be vulnerable to a variety of security 

attacks. To narrow down the scope of this thesis, generated Virtual Twin is considered 

to be secure enough to mitigate any security attacks faced. Thus, mentioned below are 

some of the major types of security attacks that can be faced while storing the patient 

information in the cloud: 

 

Figure 6-7: Data Flow from Physical Domain Layer to Virtual Domain Layer. 

6.3.2.1 Data modification 

This attack can be launched by anyone who has the access to the data repositories pre-

sent in the cloud where the sensitive information might be stored. The attacker in this 

attack will manipulate the data and extract confidential information from the inside as 

well. Figure 6-8 depicts a visual representation of this attack in the context of the in-

patient monitoring system. As seen from the figure, the attacker tries to manipulate 

any of the vital information of the patient like blood pressure, blood sugar, oxygen, 

temperature, or they could also change the time, health status, patient ID, sensor ID, 

and location of the patient.  
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Figure 6-8: Data Modification Attack. 

6.3.2.2 SQL injection 
This type of attack can be launched only on the data stored in the data warehouse as 

this attack requires the data to be structured to execute SQL commands. Therefore, in 

order for the attacker to launch such the SQL injection attack, the attacker needs to 

inject SQL commands in a program that would allow the attacker to acquire the con-

fidential information or data of any user and even manipulate the records stored in the 

database if needed. If the given database is not secure, then it will be able to execute 

these malicious commands that would help to facilitate in providing the attacker ac-

cess to the stored information or data. In case of the in-patient monitoring system, the 

attacker can launch this attack to gain the sensitive information of the patient. Figure 

6-9 illustrates a visual representation of the SQL injection attack. As seen from the 

below illustrated figure, the attacker can gain access to the vital information of the 

patient such as their ID, blood pressure, blood sugar, oxygen, temperature, health sta-

tus, location if it is able to execute the SQL injection attack successfully.  
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Figure 6-9: SQL Injection Attack. 

6.3.2.3 Unauthorized attack 

It is a type of attack, that allows an unauthorized attacker to infiltrate the system and 

prevent the access of the actual authenticated users into the system. In addition to this, 

the attacker can also delete any of the sensitive information completely if they want to 

do so. Figure 6-10 illustrates a visual representation of this attack. As seen from the 

figure, the attacker can gain access in order to manipulate the patient data. Whereas 

Figure 6-11 illustrates how an attacker through the execution of this attack can pre-

vent the healthcare user (doctor, nurse, caretaker) to access the respective patient data 

by deleting the stored patient data.  
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Figure 6-10: Unauthorized Attack where Attacker Prevents Patient Data Access. 

 

Figure 6-11: Unauthorized Attack where Attacker Deletes Patient Data. 
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6.3.3 Virtual domain layer to application layer 
After the data of the patient is stored in one of the data repositories located in the 

cloud, the next step is to convert this data into some useful form. That is, the received 

data is first analysed and then visualized. During the visualization process, a respec-

tive Virtual Twin is generated. This Virtual Twin depends on the application it is be-

ing used for. Figure 6-12 depicts the data flow process that takes place between the 

virtual domain layer and application layer. In the context of the healthcare domain, it 

could be anything ranging from a device to the entire body of the respective patient. 

Once this Virtual Twin is generated, it is the accessed by the respective users. In this 

case, it could be a doctor, nurse, or a caretaker. The doctor can use the Virtual Twin to 

determine efficient patient diagnosis. While the nurse and caretaker can use the Virtu-

al Twin to monitor the current health status of their patients. However, the data when 

being accessed by the users can be vulnerable to a variety of security attacks. Thus, 

mentioned below are some of the major types of security attacks that can be faced by 

the users: 

 

Figure 6-12: Data Flow from Virtual Domain Layer to Application Layer. 
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6.3.3.1 Session hijacking  
The attacker exploits the authentication protocols and alters the session management 

of the network. In this way, the attacker gains access to the personal information of 

the user and use the network just like the real user. Figure 6-13 illustrates a visual rep-

resentation of this attack. 

 

Figure 6-13: Session Hijacking. 

6.3.3.2 Cross-site Scripting (XSS)  

This attack works on compromising the trust relationship between the user and the 

web application site by injecting malicious code. Attackers can control the integrity of 

the application. Hence, the security and the privacy of the disabled users will be 

breached. Figure 6-14 illustrates a visual representation of this attack. 

6.3.3.1 Phishing  
In this type of attack, the attacker pretends to be a legitimate user or institution to ob-

tain sensitive information about the users, such as passwords and credit card details. 

The common medium for this attack is email, where sensitive information is acquired 

by an attacker when the users open the illegitimate email. Figure 6-15 illustrates a 

visual representation of this attack. 
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Figure 6-14: Cross-Site Scripting (XSS) Attack. 

 

Figure 6-15: Phishing Attack. 
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Chapter 7. Experimental Work 

In this chapter, experimental scenarios that were used to perform the implementation 

of the proposed work were presented.   

7.1. Formal Modelling of DT System 

A simple case study for in-patient monitoring system in DT as illustrated in Figure 7-

1 is used as an example to implement the proposed DT security architecture. For this 

case study, a smart hospital is considered that can compromise of multiple in-patients 

which are connected to various medical sensors to measure vital signs like blood pres-

sure, blood glucose, heart rate, temperature, oxygen level, etc. The sensors are con-

nected to the patient through the wireless link labelled as L1. Once the data is collect-

ed it is processed by the microcontroller that is connected by another wireless link L2. 

Then a gateway is used to connect the microcontroller to the cloud where the data is 

aggregated, modelled, and analysed to obtain the corresponding Virtual Twin. After 

the Virtual Twin is obtained, it is then accessed by different healthcare users like doc-

tor, nurse, caretaker using an application, web interface that is connected via a wire-

less connection through the link labelled as L5. In addition to this, the doctor, nurse, 

or caretaker can also receive any changes related to the patient health status. Table 7-1 

illustrates a tabular form of the different notations that were used in this equation. 

Table 7-1: Summary of the Notations Used. 

DT Architecture Layer Components Notation Used 
Physical Domain Layer (Re-

quires Vicinity Access) 
Microcontroller, sensors, link 
1, link 3 with microcontroller 

level encryption  

𝑀𝐶, 𝑆𝐸𝑁, 𝐿1, 𝐿3 

Communication Network Layer  
(Requires Vicinity Access) 

Gateway 𝐺𝑊 

Virtual Domain Layer Data centre  𝐷𝐶 
Application Layer Application, link 5 with ap-

plication level encryption  
𝐴𝑃𝑃,  𝐿5 

 

In terms of the security mechanisms present in each individual of these mentioned 

component, links L1 to L5 is considered to compromise of a very weak encryption 

mechanism like WEP [99] [100]. On the other hand, the edge computing devices, that 

is, the microcontroller, sensor, and gateway comprises of a medium-level crypto-

graphic algorithm like RC4 algorithm [101]. However, for the case of the data centre, 
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a very strong firewall is considered for its protection [102], and finally the application 

is protected by a very weak web application firewall like citrix [103]. Illustrated be-

low shows the increasing order of the security mechanisms present for each compo-

nent: 

𝐷𝐶#=2FG0@H > 𝑀𝐶#=2FG0@H , 𝐺𝑊#=2FG0@H , 𝑆𝐸𝑁#=2FG0@H > 𝐴𝑃𝑃#=2FG0@H > 𝐿𝐼𝑁𝐾𝑆#=2FG@0H 

 

Figure 7-1: In-Patient Monitoring System in DT. 

However, just like any typical case study, this case study comprises of different com-

ponents and wireless links that can be vulnerable to various security attacks. There-

fore, four common security attack objectives were chosen based on how often they 

can occur through the extensive analysis of research papers conducted. Table 7-2 il-

lustrates some of the different research papers that mention about these attacks. Even 

though all of these attacks are commonly found in many research papers, the ransom-

ware attack amongst them is one of the most common attacks as it has become in-

creasingly popular over the past few years. Furthermore, Table 7-3 shows how these 

attacks can compromise the different security violations. Thus, the upcoming subsec-

tions, talks in brief detail regarding the following chosen attacks:  
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Table 7-2: Common Attack Objectives. 

Attack Objective  References  

Data Access  [104], [105], [106], [107], [108] 

Data Modification [108], [109], [110], [111], [112]  

DoS [113], [114], [115], [116], [117] 

Ransomware [118], [119], [120], [121], [122] 

 

Table 7-3: Summary of Attack Objectives. 

Attack Objective  Security Violations 

Data Access  Confidentiality 

Data Modification Integrity, Availability 

DoS Availability 

Ransomware Integrity, Availability 

 

7.1.1 Data Access (DA) 
To achieve this attack objective, the attacker would launch some form of a passive 

attack which helps in accessing the patient data. This attack can be targeted towards 

one or more components present in the respective DT architecture as demonstrated in 

Equation-12: 

 

𝐷𝐴 =

⎩
⎪⎪
⎨

⎪⎪
⎧

𝐶,>															𝑑𝑎𝑡𝑎	𝑐𝑒𝑛𝑡𝑒𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶)**															𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶IJ															𝑔𝑖𝑣𝑒𝑛	𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛	(𝑎𝑝𝑝) =		⊥
𝐶KL 		∧ 𝑉𝐴										𝑔𝑎𝑡𝑒𝑤𝑎𝑦	𝑐𝑜𝑚𝑟𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶I' 	∧ 𝑉𝐴																𝐿𝑖𝑛𝑘	𝐿	1	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶M> ∧ 𝑉𝐴	𝑚𝑖𝑐𝑟𝑜𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶I+ 	∧ 𝑉𝐴		𝑔𝑖𝑣𝑒𝑛	𝑒𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛	(𝑀𝐶) 	=		⊥

 

 

 
 
 

(11) 
 

From Equation-12, it is apparent that the attacker can achieve its objective through 

multiple ways. For instance, it can target the components present in the communica-

tion network layer like the gateway (𝐺𝑊) or it can also target components present in 

the physical domain layer like the (𝐿1) link or the micro controller (𝑀𝐶) or the link 

(𝐿3) that comprises of a micro controller level encryption (𝑀𝐶𝐸). However, it is im-

portant to note that the launch of any attacks on the components present in both of 
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these layers can only be possible if the attacker has vicinity access (𝑉𝐴). This access 

can be gained by the attacker through various reasons like impersonating oneself as an 

authorized person, being an insider attacker, knowing someone who has access to the 

system in order to gain access, etc. In terms of targeting the components present in the 

virtual domain layer, the attacker can compromise the data centre (𝐷𝐶) which stores 

the respective patient data. Finally, in the application layer the attacker would need to 

compromise the respective link (𝐿5) and the application-level encryption present in 

this layer (𝐴𝐸) to gain access to the data or it can just launch an attack directly on the 

user application (𝑎𝑝𝑝) itself. In terms of complexity for this attack objective, since 

this attack is a passive form of attack, therefore, the complexity of such an attack 

would be considered as low [123].  

7.1.2 Data Modification (DM) 

As opposed to the earlier attack objective, in this case the attacker wants to modify the 

patient data. Just like the earlier objective, the attacker in this case can also launch its 

attack by targeting one or more components present in the DT architecture. Therefore, 

Equation-13 illustrates the different ways an attacker can compromise one or more 

components present in the DT architecture: 

 

𝐷𝑀 =

⎩
⎪
⎨

⎪
⎧
𝐶,> 																𝑑𝑎𝑡𝑎	𝑐𝑒𝑛𝑡𝑒𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶)**															𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶%:N ∧ 𝑉𝐴																𝑠𝑒𝑛𝑠𝑜𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶M> ∧ 𝑉𝐴	𝑚𝑖𝑐𝑟𝑜𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶KL ∧ 𝑉𝐴												𝑔𝑎𝑡𝑒𝑤𝑎𝑦	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑	

 

 

 
 

(12) 

For instance, the attacker can try to compromise the data centre (𝐷𝐶)	in order to mod-

ify the patient data stored in it or it can try to compromise the application (𝑎𝑝𝑝)	so 

that it can modify the patient data that the application uses to display to the healthcare 

user or in terms of the physical layer components such as the gateway (𝐺𝑊) or the 

micro controller (𝑀𝐶) or the sensor (𝑠𝑒𝑛) as all of these components also collect and 

store patient data to send it to the upcoming layers to facilitate the further processing 

of data. However, it is important to note that for the accessing the components in the 

physical domain layer, the attacker requires access to the vicinity (𝑉𝐴). For the com-

plexity of this attack, this attack is considered as a high level of complexity attack. 

This is because in this case the attacker first needs to gain access and also ensure the 
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modification of the data, which requires the acquisition of higher privilege level by 

the attacker in order to be able to modify the current data [124].  

7.1.3 Denial-of-Service (DoS) 
To achieve this attack objective, the attacker would try to flood the targeted compo-

nents with large amount of traffic or information to make it inaccessible for its intend-

ed use. For this case, to achieve this objective, the attacker can try to target any of the 

components or links present in the DT system. Thus, the attacker can target the 

links	𝐿1, 𝐿2, 𝐿3, 𝐿5 or the components 𝐺𝑊,𝑀𝐶,	or 𝐷𝐶 as demonstrated in Equation-

14: 

 

𝐷𝑜𝑆 =

⎩
⎪⎪
⎨

⎪⎪
⎧
𝐶KL 	∧ 𝑉𝐴												𝑔𝑎𝑡𝑒𝑤𝑎𝑦	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶I' ∧ 𝑉𝐴																					𝑙𝑖𝑛𝑘	1	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶M> ∧ 𝑉𝐴	𝑚𝑖𝑐𝑟𝑜𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑
𝐶I( ∧ 𝑉𝐴																					𝑙𝑖𝑛𝑘	2	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑	
𝐶I+ ∧ 𝑉𝐴																					𝑙𝑖𝑛𝑘	3	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑	
𝐶,> 																		𝑑𝑎𝑡𝑎	𝑐𝑒𝑛𝑡𝑒𝑟	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑	
𝐶IJ																														𝑙𝑖𝑛𝑘	5	𝑐𝑜𝑚𝑝𝑟𝑜𝑚𝑖𝑠𝑒𝑑	

 

 

 
 
 

(13) 

In terms of complexity for this attack, the execution of this attack would be consid-

ered as a medium level security level, as in this case the attacker has to not only gain 

access to the targeted components, but it also needs to send a large amount of infor-

mation to these components [125]. 

7.1.4 Ransomware (RW) 

To achieve this attack objective, the attacker would try to insert a form of malicious 

software to the targeted component in order to lock and encrypt the confidential in-

formation. This information can only be returned back once the demanded ransom is 

paid to the attacker. Therefore, in such an attack, the attacker would target the critical 

components present in the given system. In this case, it would be the data centre 

(𝐷𝐶). The data centre would be compromised by following numerous steps that needs 

to be executed in sequential order as shown in Equation-15: 

 

𝑅𝑊,> = �

𝐴𝑐𝑐𝑒𝑠𝑠
𝑆𝑢𝑝𝑒𝑟 − 𝑢𝑠𝑒𝑟	𝐴𝑐𝑐𝑒𝑠𝑠
𝐸𝑥𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛														
𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛																

 

 

 
(14) 
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From Equation-15 it is apparent that the ransomware attack cannot be executed in a 

single step unlike the execution of the previous attacks. A summary for the execution 

of these attacks has been described as below [126]:  

1. Component Access: The first step for the execution of the attack is that just 

like in any attack, the attacker requires access to the targeted component. 

2. Privilege Escalation to Super-User: After the attacker successfully gains ac-

cess of the targeted component, the next step is to elevate its permission in or-

der to perform lateral movements as well as to gain access to the stored data. 

3. Exfiltration: Once the attacker gains super user privilege, the next step is to 

steal the stored data and to transfer the data to itself.    

4. Encryption: Finally, the collected data is locked using an encryption mecha-

nism after which the data is not available to the authorized user. A ransom is 

then demanded to unlock the data and gain access to it for the authorized user. 

Furthermore, to generate the results, the parameter values depicted in Table 7-4 were 

used as input to the proposed model. Based on the given in-patient monitoring system 

scenario, the attacker can carry out a variety of attacks. The attacker in this case can 

be classified mainly into a naive attacker and a skilful attacker. To explore a variety of 

possibilities for the chosen healthcare case study, the obtained results were organized 

according to the following three major categories: 

1. Vicinity Access: In this case, the attacker is considered to have access to all 

the components that require vicinity access to execute the chosen attack.  

2. No Vicinity Access: For this case, the attacker is considered to only have ac-

cess to all the components that do not require vicinity access in order to exe-

cute the chosen attack.  

3. Both: Here, the attacker has access to both the components that require vicini-

ty access and that does not require vicinity access to launch an attack. 

 

Table 7-4: Parameter Values Used in Prism Models. 

Parameter Values 

Attack Objective DA, DM, DoS, RW 

Probability of Attack Success (DA, DM, DoS, RW)  0.9, 0.3, 0.5, 0.2 
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Probability of Defence Profile Levels (High, Medium, Low) 0.594, 0.51, 0.432 

Vicinity Access (VA) 0-1 

Microcontroller-Level Encryption True (for 𝛽E and 𝛽5 ) 

Application-Level Encryption True (for 𝛽E and 𝛽5  ) 
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Chapter 8. Results Discussion 

In this chapter, the various results obtained through the implementation of the exper-

imental scenario mentioned from the previous chapter is demonstrated. 

8.1. Results  

After using the parameter values mentioned in the previous chapter as input to the 

proposed model, the following results were obtained for the below attack objectives: 

8.1.1 Data Access (DA) 

In case of the DA attack objective, the naïve attacker has 3 options, that is, it has the 

option to choose the components that require vicinity access component, or to choose 

the components that do not require vicinity access or to choose all the components. 

The results for these three cases were generated as demonstrated in Figure 8-1. On the 

other hand, Table 8-1 demonstrates a tabular representation of the values obtained. 

Both Figure 8-1 and Table 8-1 demonstrates the result for the case when the system 

comprises of high -level defence. Whereas Figure 8-2, Figure 8-3 and Table 8-2 and 

Table 8-3 represents the medium-level and low-level defence for this case. Therefore, 

through the references of these tables and figures, the following observations were 

found: 

 

Figure 8-1: Probability of DA Success for High Defence.  
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Table 8-1: Probability of DA Success for High Defence.   

Time  Overall Vicinity Access No Vicinity 
Access 

10 0.435 0.454 0.404 
20 0.679 0.698 0.646 
30 0.774 0.785 0.753 
40 0.806 0.810 0.796 
50 0.814 0.815 0.811 
60 0.816 0.816 0.815 

 

 

Figure 8-2: Probability of DA Success for Medium Defence. 

Table 8-2: Probability of DA Success for Medium Defence. 

Time  Overall Vicinity Access No Vicinity Access  
10 0.517 0.539 0.481 
20 0.779 0.798 0.745 
30 0.878 0.889 0.855 
40 0.916 0.922 0.903 
50 0.929 0.931 0.923 
60 0.932 0.933 0.930 
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Figure 8-3: Probability of DA Success for Low Defence. 

Table 8-3: Probability of DA Success for Low Defence. 

Time  Overall Vicinity Access No Vicinity Access 
10 0.642 0.651 0.629 
20 0.887 0.894 0.878 
30 0.954 0.957 0.950 
40 0.975 0.976 0.973 
50 0.981 0.982 0.981 
60 0.983 0.983 0.983 

 

1. The highest probability of objective success is for the low defence. This is then 

followed by the probability of success for the medium defence and the lowest 

probability of success is for the high defence as it is the toughest to launch an at-

tack for this case.   

2. For the case when the attacker has VA, the probability of attack success is higher 

than for the case when the attacker has no VA, this is because in this case the at-

tacker has more chances to attack the weakest security component. That is, for this 

case, the attacker can attack the link 𝐿1 and 𝐿3, as opposed to only having the 

choice to attack on a single weak component (𝐿5).  

The results obtained for the attack objective cost in terms of the three defence-level 

can be inferred from Figure 8-4 with Table 8-4, Figure 8-5 with Table 8-5, Figure 8-6 

with Table 8-6. Through the references of all these tables and figures, the following 

observations were made:  
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1. In the case when the attacker has no VA, as shown in Figure 8-6 and Table 8-6, 

although the cost for the high and medium defence has some difference amongst 

them, however, in the case of the low defence a significant lesser difference is re-

quired by the attacker. This is because in this case the attacker does not have to 

deal with encryption for the link 𝐿5 which in turn requires lesser effort in case 

these components are chosen.  

2. For the case when the attacker has VA, although the attacker has more chances to 

attack the least secure component (𝐿1), however in this case the attacker requires 

more cost for gaining VA which nullifies this advantage and thereby requires 

more cost. 

3. In the case, where the attacker has access to all the components, the attack cost is 

slightly more as compared to the cost when the attacker has VA. This is because 

in this case, although the attacker has access to all the available links but in addi-

tion to this it also the option to launch an attack on the 𝐷𝐶 which requires more 

effort as compared to when the attacker only has VA.   

 

Figure 8-4: Minimum DA Cost for High Defence.  

Table 8-4: Minimum DA Cost for High Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 27.141 23.849 12.930 
20 41.494 36.026 20.197 
30 50.809 43.916 24.970 
40 57.911 50.010 28.541 
50 64.294 55.616 31.634 
60 70.515 61.150 34.574 
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Figure 8-5: Minimum DA Cost for Medium Defence. 

Table 8-5: Minimum DA Cost for Medium Defence. 

Time  Overall Vicinity Access No Vicinity Access 
10 26.082 22.866 12.470 
20 37.432 32.295 18.398 
30 43.306 37.071 21.602 
40 46.828 39.935 23.532 
50 49.439 42.137 24.903 
60 51.759 44.166 26.049 

 

 

Figure 8-6: Minimum DA Cost for Low Defence. 

 

 

0

20

40

60

10 20 30 40 50 60M
in

im
um

 C
os

t

Time

Medium Defence 

Overall VA No VA



103 
 

Table 8-6: Minimum DA Cost for Low Defence. 

Time  Overall Vicinity Access  No Vicinity Access 
10 18.024 16.727 7.921 
20 23.485 21.651 10.422 
30 25.533 23.466 11.381 
40 26.443 24.268 11.812 
50 26.990 24.759 12.064 
60 27.431 25.165 12.261 

 

For the skilful attacker who chooses the DA as its objective, the results obtained for 

the probability of success in terms of the three defence-level can be inferred from the 

result generated in Figure 8-7 with Table 8-7, Figure 8-8 with Table 8-8, Figure 8-9 

with Table 8-9. Therefore, through the reference of these figures and tables the fol-

lowing observations were made: 

 

Figure 8-7: Probability of DA Success for High Defence.   

Table 8-7: Probability of DA Success for High Defence.   

Time Overall Vicinity Access No Vicinity Access 
10 0.572 0.572 0.467 
20 0.790 0.790 0.710 
30 0.816 0.816 0.791 
40 0.816 0.816 0.812 
50 0.816 0.816 0.816 
60 0.816 0.816 0.816 
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Figure 8-8: Probability of DA Success for Medium Defence.  

Table 8-8: Probability of DA Success for Medium Defence.   

Time Overall Vicinity Access No Vicinity Access 
10 0.670 0.670 0.554 
20 0.892 0.892 0.811 
30 0.929 0.929 0.896 
40 0.933 0.933 0.925 
50 0.933 0.933 0.932 
60 0.933 0.933 0.933 

 

 

Figure 8-9: Probability of DA Success for Low Defence.   

Table 8-9: Probability of DA Success for Low Defence.  

Time Overall Vicinity Access No Vicinity Access 
10 0.751 0.751 0.751 
20 0.947 0.947 0.947 
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30 0.975 0.975 0.975 
40 0.983 0.983 0.983 
50 0.983 0.983 0.983 
60 0.983 0.983 0.983 

 

1. For the case when the attacker has no VA, the attacker performs comparatively 

worse in terms of probability of success as shown in Figure 7-8. The reason for 

this case is that here the attacker has only the option of link 𝐿5 that has the least 

security as compared to the other components available. And since 𝐿5 is secured 

with encryption, it is difficult to execute the data access attack in this as compared 

to 𝐿1. However, for the case when the defence is low, the probability of success is 

the same for all the cases. This is because in this case, 𝐿5	is not encrypted, and 

this thereby makes it equal to attacking it on 𝐿1.  

2. Since in this case the attacker is advanced in terms of skills and experience, there-

fore, the attacker would therefore make planned decisions on which components 

to launch its attack and thus gain the maximum probability of success with the 

least cost possible. Thus, for both cases of VA and where attacker has access to all 

the components, the attacker attains the same probability of success as well as the 

cost of attack. The reason for this is because since the attacker is a skilful one, the 

attacker is therefore smart enough to choose the link 𝐿1 that has the least security 

amongst the other available components. Therefore, for both VA and when the at-

tacker has access to all components, the attacker chooses the 𝐿1 component and 

thereby yielding the same results for probability of success and cost. 

The results obtained for the cost in terms of the three defence-level can be inferred 

from Figure 8-10 with Table 8-10, Figure 8-11 with Table 8-11, Figure 8-12 with Ta-

ble 8-12. Through the references of all these tables and figures, the following observa-

tions were made:  
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Figure 8-10: DA Cost for High Defence.  

Table 8-10: DA Cost for High Defence.   

Time Overall Vicinity Access No Vicinity Access 
10 4.378 4.378 8.632 
20 6.577 6.577 12.945 
30 7.817 7.817 15.742 
40 8.987 8.987 17.919 
50 10.204 10.204 19.957 
60 11.333 11.333 21.982 

 

 

Figure 8-11: DA Cost for Medium Defence.   
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Table 8-11: DA Cost for Medium Defence.   

Time Overall Vicinity Access No Vicinity Access 
10 4.151 4.151 8.263 
20 5.635 5.635 11.552 
30 6.215 6.215 13.197 
40 6.644 6.644 14.185 
50 7.082 7.082 14.967 
60 7.488 7.488 15.704 

 

 

Figure 8-12: DA Cost for Low Defence.   

Table 8-12: DA Cost for Low Defence.   

Time Overall Vicinity Access No Vicinity Access 
10 3.941 3.941 1.576 
20 4.922 4.922 1.968 
30 5.182 5.182 2.072 
40 5.309 5.309 2.123 
50 5.417 5.417 2.167 
60 5.517 5.517 2.207 

 

1. For the cost required in the case when the attacker has no VA, it has been 

found that the attacker requires more cost as compared to the naïve attacker 

cost for high and medium level defence. This is because of the encryption 

mechanism present in 𝐿5. However, the cost for low defence is much lesser 

than the naïve attacker case, this is because besides 𝐿5 and 𝐿1 having the no 

encryption, in addition to this, the link 𝐿5 does not require VA which reduces 

the effort by the attack even more as compared to 𝐿1	that requires VA. 
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2. The cost is the same for the case when the attacker has access to all the com-

ponents or only the VA components, the reason for the similar cost for both 

the case is because the attacker in this case is a skilful one, therefore, the at-

tacker is smart enough to choose the 𝐿1 that has the least security amongst the 

other available components.  

8.1.2 Data Modification (DM) 

In the case of DM for a naïve attacker, the results obtained for the probability of suc-

cess in terms of the three defence-level can be inferred from Figure 8-13 with Table 

8-13, Figure 8-14 with Table 8-14, Figure 8-15 with Table 8-15. Through the refer-

ences of all these tables and figures, the following observations were made: 

 

Figure 8-13: Probability of DM Success for High Defence.   

Table 8-13: Probability of DM Success for High Defence.   

Time Overall Vicinity Access No Vicinity Access 
20 0.160 0.135 0.195 
40 0.302 0.260 0.358 
60 0.409 0.358 0.476 
80 0.500 0.445 0.569 
100 0.569 0.513 0.636 
120 0.625 0.570 0.686 
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Figure 8-14: Probability of DM Success for Medium Defence.   

Table 8-14: Probability of DM Success for Medium Defence.   

Time Overall Vicinity Access No Vicinity Access 
20 0.191 0.162 0.233 
40 0.358 0.310 0.422 
60 0.480 0.4222 0.555 
80 0.582 0.521 0.658 
100 0.659 0.597 0.731 
120 0.719 0.659 0.785 

 

Table 8-15: Probability of DM Success for Low Defence.  

Time Overall Vicinity Access No Vicinity Access 
20 0.220 0.186 0.267 
40 0.406 0.353 0.477 
60 0.538 0.475 0.618 
80 0.646 0.581 0.724 
100 0.724 0.661 0.796 
120 0.784 0.724 0.848 
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Figure 8-15: Probability of DM Success for Low Defence.   

1. When the attacker launches an attack to the components that do not require 

VA, then it can gain the highest chance for probability of success. This is be-

cause application is one of the components that do not require vicinity access, 

and since it has the least security amongst all the other available component 

presents, therefore the probability of success is highest for this case. Further-

more, as compared to the previous attack objective, here the attacker requires 

significantly more time to reach its maximum potential for success regardless 

of the defence level present. The reason for this behaviour is that it is difficult 

for the attacker to modify patient data as it requires more effort and requires 

the attacker to not only access the component but also have write privileges as 

well.  

2. For the case when the attacker has VA, the attacker acquires the least probabil-

ity of success irrespective of the defence level present. This is because here the 

attacker can only launch an attack on the sensor, microcontroller, or the gate-

way. Since all these components have a higher security as compared to the ap-

plication that is present in the previous case, it is therefore tougher to execute 

an attack in this case as compared to the case when the attacker has no VA. 

Furthermore, in this case the difference between all the three defence levels is 

less compared to the same case for the previous attack objective. This is be-

cause here for this attack there does not exist any links present that have en-

cryption mechanisms which play a role in showing some differences between 
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the high and medium defence level as compared to the low defence level that 

does not compromise of any encryption mechanism. 

3. For the case when the attacker has access to all the components, then the prob-

ability of attack success is higher than the VA but lower when the attacker has 

no access to vicinity. This is because, since the attacker has access to all the 

components to launch an attack, this means it also comprises of high level of 

security components which makes it slightly tougher for the attacker as com-

pared to the case when the attacker does not have an option to access these 

highly secured components.  

The results obtained for the cost in terms of the three defence-level can be inferred 

from Figure 8-16 with Table 8-16, Figure 8-17 with Table 8-17, Figure 8-18 with Ta-

ble 8-18. Through the references of all these tables and figures, the following observa-

tions were made:  

 

Figure 8-16: DM Cost for High Defence. 

Table 8-16: DM Cost for High Defence. 

Time Overall Vicinity Access No Vicinity Access 
20 119.986 127.082 43.851 
40 234.659 252.734 83.679 
60 324.807 354.560 113.763 
80 400.753 441.386 138.569 
100 467.266 520.108 159.451 
120 523.601 587.298 177.025 
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Figure 8-17: DM Cost for Medium Defence. 

Table 8-17: DM Cost for Medium Defence. 

Time Overall Vicinity Access No Vicinity Access 
20 118.184 125.489 43.031 
40 226.832 245.628 80.246 
60 308.471 339.585 106.705 
80 373.473 415.899 127.079 
100 428.148 483.091 143.234 
120 471.697 537.685 155.790 

 

 

Figure 8-18: DM Cost for Low Defence. 

Table 8-18: DM Cost for Low Defence. 

Time Overall Vicinity Access No Vicinity Access 
20 116.539 124.030 42.284 
40 219.848 239.242 77.215 
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60 294.370 326.500 100.722 
80 350.561 394.128 117.672 
100 396.246 452.223 130.447 
120 430.638 497.362 139.664 

 

1. In the case, when the attacker has no vicinity access, the cost for executing the 

DM attack objective is the least for the same reason explained in the case of 

the probability of attack success. 

2. For the case, when the attacker has access to only VA required components, 

here since the execution of DM is difficult (because of highly secured compo-

nents present), therefore the cost of the attack as expected is significantly 

higher than compared to the case when the attacker has no vicinity access.  

3. Finally, in the case when the attacker has access to all the components, here 

the cost of DM success in this case corresponds to the probability of DM suc-

cess. That is, the attack cost is higher than compared to the DM cost for when 

the attacker does not have access to vicinity required components, but it is 

lesser when the attacker has access to vicinity required components. 

For the skilful attacker who chooses the DM as its attack objective, the results ob-

tained for the probability of success in terms of the three defence-level can be inferred 

from the result generated in Figure 8-19 with Table 8-19, Figure 8-20 with Table 8-

20, Figure 8-21 with Table 8-21. Therefore, through the reference of all these figures 

and tables the following observations were made: 

Table 8-19: Probability of DM Success for High Defence.   

Time Overall Vicinity Access No Vicinity Access 
20 0.301 0.135 0.301 
40 0.506 0.260 0.506 
60 0.633 0.358 0.633 
80 0.711 0.445 0.711 
100 0.757 0.513 0.757 
120 0.784 0.570 0.784 
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Figure 8-19: Probability of DM Success for High Defence.   

 

Figure 8-20: Probability of DM Success for Medium Defence.  

Table 8-20: Probability of DM Success for Medium Defence.   

Time Overall Vicinity Access No Vicinity Access 
20 0.358 0.162 0.358 
40 0.590 0.310 0.590 
60 0.728 0.422 0.728 
80 0.812 0.521 0.812 
100 0.862 0.597 0.862 
120 0.892 0.659 0.892 

 

Table 8-21: Probability of DM Success for Low Defence.   

Time Overall Vicinity Access No Vicinity Access 
20 0.407 0.186 0.407 
40 0.655 0.353 0.655 
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60 0.794 0.475 0.794 
80 0.874 0.581 0.874 
100 0.919 0.661 0.919 
120 0.946 0.724 0.946 

 

 

Figure 8-21: Probability of DM Success for Low Defence.   

1. The probability of success is same for when the attacker has access to all the 

components and when the attacker has access to only the components that do 

not require vicinity access. This is because in this case the attacker is smart 

enough to choose the component that provides the highest probability success 

which is the application here. And since for both cases, application is present 

as a component to launch the DM attack objective, thus the probability of suc-

cess is same for both.  

2. However, there exists a difference when the attacker attacks on components 

that require VA. This is because the remaining components available have a 

higher security. Therefore, despite the attacker being smart the probability of 

attack success would be different and, in this case, worse than the previous 

case (no VA and access to all components).   

The results obtained for the cost in terms of the three defence-level can be inferred 

from Figure 8-22 with Table 8-22, Figure 8-23 with Table 8-23, Figure 8-24 with Ta-

ble 8-24. Through the references of all these tables and figures, the following observa-

tions were made:  
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Figure 8-22: DM Cost for High Defence.   

Table 8-22: DM Cost for High Defence.   

Time Overall Vicinity Access No Vicinity Access 
20 77.462 127.082 30.985 
40 137.062 252.734 54.824 
60 177.945 354.560 71.178 
80 209.391 441.386 83.756 
100 234.760 520.108 93.904 
120 256.585 587.298 102.634 

 

 

Figure 8-23: DM Cost for Medium Defence. 

Table 8-23: DM Cost for Medium Defence. 

Time Overall Vicinity Access No Vicinity Access 
20 75.078 125.489 30.031 
40 128.096 245.628 51.238 
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60 160.482 339.585 64.192 
80 182.605 415.899 73.042 
100 198.227 483.091 79.290 
120 209.952 537.685 83.980 

 

 

Figure 8-24: DM Cost for Low Defence. 

Table 8-24: DM Cost for Low Defence. 

Time Overall Vicinity Access No Vicinity Access 
20 72.937 124.030 29.174 
40 120.475 239.242 48.190 
60 146.551 326.500 58.620 
80 162.499 394.128 64.999 
100 172.443 452.223 68.977 
120 178.895 497.362 71.558 

 

1. The cost for all the three cases differs. This is because for the case when the 

attacker does not have vicinity access and when the attacker has access to 

overall the components. Although, the attacker has the option to choose the 

least secure component (application), however since in general the cost for 

gaining vicinity access is more, therefore the cost for when the attacker does 

not have vicinity access is lower than when the attacker has access to all the 

components. 

2. For the case when the attacker has VA, the cost is the highest because of the 

absence of the application component plus the additional effort require for vi-

cinity access.  
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8.1.3 Denial-of-Service (DoS) 
In the case of launching the DoS attack objective by a naïve attacker, the results ob-

tained for the probability of success in terms of the three defence-level can be inferred 

from Figure 8-25 with Table 8-25, Figure 8-26 with Table 8-26, Figure 8-27 with Ta-

ble 8-27. Through the references of all these tables and figures, the following observa-

tions were made: 

1. For the case when the attacker has no VA, the attacker has a higher probability 

of attack success as compared to the previous attack objective (DM). Howev-

er, it is tougher to execute this attack as compared to the DA attack objective. 

This is because in this attack in addition to gaining access to the component, 

the attacker needs to shut it down. Furthermore, in terms of probability of suc-

cess, here the probability of success is the least when the attacker has no VA, 

because the only options available for this case is 𝐿5 and data centre, which 

reduces the chance for the naive attacker to gain a higher probability of suc-

cess due to the lesser number of links available. 

2. For the case when the attacker has access to only VA required components, 

the probability of success is better than the no VA and is the highest, this is 

because of the availability of more links (𝐿1, 𝐿2, 𝐿3) apart from 𝐿5, that in-

creases the chance for the naïve attacker to gain a better probability of success. 

3. Lastly, for the case when the attacker has access to all the components, then in 

this case the attacker reaches the probability of attack success higher when vi-

cinity access is not present, but it is lower than when the vicinity access is pre-

sent. This is because although it has access to all components, there exits still a 

possibility of the attacker trying to launch an attack on the 𝐷𝐶. However, the 

presence of other weak components (links) with 𝐷𝐶 is the reason why in this 

case the probability of attack success is higher than when the attacker has no 

vicinity access.  
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Figure 8-25: Probability of DoS Success for High Defence. 

Table 8-25: Probability of DoS Success for High Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 0.255 0.263 0.236 
20 0.364 0.370 0.347 
30 0.406 0.410 0.396 
40 0.426 0.427 0.421 
50 0.432 0.432 0.429 
60 0.434 0.434 0.432 

 

 

Figure 8-26: Probability of DoS Success for Medium Defence. 

Table 8-26: Probability of DoS Success for Medium Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 0.313 0.322 0.289 
20 0.470 0.479 0.446 
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30 0.535 0.541 0.518 
40 0.566 0.569 0.557 
50 0.577 0.578 0.572 
60 0.581 0.581 0.578 

 

Figure 8-27: Probability of DoS Success for Low Defence. 

Table 8-27: Probability of DoS Success for Low Defence. 

Time  Overall Vicinity Access No Vicinity Access 
10 0.365 0.375 0.336 
20 0.558 0.569 0.529 
30 0.639 0.646 0.618 
40 0.678 0.681 0.666 
50 0.693 0.694 0.687 
60 0.698 0.698 0.694 

 

The results obtained for the cost in terms of the three defence-level can be inferred 

from Figure 8-28 with Table 8-28, Figure 8-29 with Table 8-29, Figure 8-30 with Ta-

ble 8-30. Through the references of all these tables and figures, the following observa-

tions were made:  

1. On the contrary to its probability success, the cost of the attack when the at-

tacker has no vicinity access is the least. Although for the other cases the at-

tacker has more links as options to launch its attack, but these links besides 𝐿5 

require vicinity access which increases the overall effort required. 

2. When the attacker has access to only VA required components, the cost for the 

execution of the DoS attack, is higher for this as compared to no VA, this is 
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because of the additional requirement of vicinity access that requires more ef-

fort.  

3. For the case when the attacker has access to all the components, the cost of 

DoS is worse than when the attacker has access to only the vicinity compo-

nent. This is because in this case the attacker has possibility to choose the 𝐷𝐶 

component which increases the attack cost. 

 

 

Figure 8-28: DoS Cost for High Defence. 

Table 8-28: DoS Cost for High Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 35.911 34.202 16.102 
20 63.916 60.689 28.893 
30 89.655 85.014 40.710 
40 113.742 107.900 51.613 
50 137.378 130.412 62.235 
60 160.865 152.806 72.754 
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Figure 8-29: DoS Cost for Medium Defence. 

Table 8-29: DoS Cost for Medium Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 35.135 33.436 15.787 
20 59.987 56.815 27.291 
30 81.088 76.608 37.174 
40 99.678 94.181 45.717 
50 117.384 111.000 53.743 
60 134.825 127.604 61.597 

 

 

Figure 8-30: DoS Cost for Low Defence. 

Table 8-30: DoS Cost for Low Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 34.415 32.724 15.495 
20 56.577 53.459 25.893 
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30 73.874 69.545 34.180 
40 88.026 82.835 40.806 
50 101.007 95.122 46.758 
60 113.645 107.130 52.491 

 

In the case of DoS for a skilful attacker, the results obtained for the probability of 

success in terms of the three defence-level can be inferred from Figure 8-31 with Ta-

ble 8-31, Figure 8-32 with Table 8-32, Figure 8-33 with Table 8-33. Through the ref-

erences of all these tables and figures, the following observations were made: 

1. In this case, as the attacker is advanced in terms of skills and experience, 

therefore, it does not matter whether the attacker has access to the components 

that require vicinity components, the components that do not require vicinity 

access, or all the components. This is because in this case there does not exist 

any encryptions for the links, thus the skilful attacker will always choose the 

link in all the cases as it is the weakest component. That is, for all the three 

cases the attacker will reach the same probability of success irrespective of the 

defence level present. 

 

Figure 8-31: Probability of DoS Success for High Defence. 

Table 8-31: Probability of DoS Success for High Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 0.298 0.298 0.298 
20 0.395 0.395 0.395 
30 0.423 0.423 0.423 
40 0.432 0.432 0.432 
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50 0.434 0.434 0.434 
60 0.435 0.435 0.435 

 

Figure 8-32: Probability of DoS Success for Medium Defence. 

Table 8-32: Probability of DoS Success for Medium Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 0.366 0.366 0.366 
20 0.516 0.516 0.516 
30 0.562 0.562 0.562 
40 0.578 0.578 0.578 
50 0.582 0.582 0.582 
60 0.583 0.583 0.583 

 

Figure 8-33: Probability of DoS Success for Low Defence. 

Table 8-33: Probability of DoS Success for Low Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 0.428 0.428 0.428 
20 0.615 0.615 0.615 
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30 0.673 0.673 0.673 
40 0.693 0.693 0.693 
50 0.699 0.699 0.699 
60 0.700 0.700 0.700 

 

The results obtained for the cost in terms of the three defence-level can be inferred 

from Figure 8-34 with Table 8-34, Figure 8-35 with Table 8-35, Figure 8-36 with Ta-

ble 8-36. Through the references of all these tables and figures, the following observa-

tions were made:  

1. Unlike the probability of success, the cost is different between the case when 

the attacker does not require VA versus the case when the attacker has access 

to all the components and only VA required components. This is because the 

cost for vicinity access in general is higher than without it. Therefore, the cost 

for when attacker has access to all components and when attacker has access 

to only vicinity components is the same versus when the attacker does not 

have access to vicinity components. 

 

Figure 8-34: DoS Cost for High Defence. 
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Table 8-34: DoS Cost for High Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 25.506 25.506 10.202 
20 44.621 44.621 17.848 
30 62.278 62.278 24.911 
40 79.297 79.297 31.718 
50 96.191 96.191 38.476 
60 113.057 113.057 45.222 

 

 

Figure 8-35: DoS Cost for Medium Defence. 

Table 8-35: DoS Cost for Medium Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 24.830 24.830 9.932 
20 41.239 41.239 16.495 
30 55.129 55.129 22.051 
40 67.936 67.936 27.174 
50 80.451 80.451 32.180 
60 92.904 92.904 37.161 
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Figure 8-36: DoS Cost for Low Defence. 

Table 8-36: DoS Cost for Low Defence. 

Time Overall Vicinity Access No Vicinity Access 
10 24.202 24.202 9.681 
20 38.337 38.337 15.335 
30 49.177 49.177 19.670 
40 58.618 58.618 23.447 
50 67.657 67.657 27.062 
60 76.611 76.611 30.644 

 

8.1.4 Ransomware (RW) 
Since in this case, the attacker targets only the data centre as its targeted component. 

Therefore, there is no need to generate the result for when the attacker has access to 

the vicinity components. Furthermore, there also no need to differentiate between the 

type of attacker as naive or skilful since there is only one component available as an 

option for an attacker to execute its attack on.  

For the case of probability of attack success, as demonstrated in Figure 8-37 with Ta-

ble 8-37, the attacker requires a lot of time to increase the probability of attack suc-

cess. However, this value for probability is still extremely low as compared to the 

other cases. This is because of the reason that this attack requires to be executed in a 

series of steps which requires a lot of effort, and time for executing the attack thereby 

reducing its probability of attack success. 
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Figure 8-37: Probability of RW Success. 

Table 8-37: Probability of RW Success. 

Time High Medium Low 
200 0.05 0.105 0.169 
400 0.128 0.288 0.464 
600 0.162 0.375 0.612 
800 0.174 0.411 0.677 
1000 0.179 0.425 0.704 

 

Corresponding to the probability of success as seen from Figure 8-38 with Table 8-38, 

the cost of the RW is also extremely high due to the requirement of high effort by the 

attacker.  

 

Figure 8-38: RW Cost. 
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Table 8-38: RW Cost. 

Time High Medium Low 
200 527.445 526.493 519.950 
400 1010.015 953.873 885.666 
600 1429.144 1274.843 1110.483 
800 1816.953 1542.393 1266.132 
1000 2190.655 1784.956 1389.503 

 

8.2. Comparison of Proposed Work with Other Existing Work 

Upon the analysis of the related research work regarding security modelling, only the 

paper published by Mohsin et al. [43] is similar to the proposed work in terms of the 

security analysis method used. That is, both works utilized PRISM as a tool for secu-

rity analysis. However, in terms of the technology employed the proposed work uti-

lizes the DT system whereas the other work utilizes the IoT system. Both works have 

uses cases, however, the proposed work utilized an in-patient monitoring system for 

the healthcare sector whereas the other work utilizes a home security system, in which 

they have various configurations for their scenario used that include the addition of 

the components in their use case, whereas for the use case of the proposed work a 

constant configuration is used which does not change over time. However, the pro-

posed work can also be incorporated to any kind of configuration since its generic in 

nature. In terms of defences the compared work does not talk about any defences pre-

sent in their system, whereas the proposed work has focuses on the defence mecha-

nism for the system. In the defence for the proposed work, two major tier defences, in 

which the second-tier defence comprises of three defence profile (low, medium, and 

high). Furthermore, the defences act as soon as the attack is detected by it. In terms of 

the attack, there exists some differences in the type of attack executed as shown in 

Table 8-39. Furthermore, the proposed work has attacks that can be executed 

throughout the system, that is in all the layers present in the system ranging from the 

physical domain layer to the application layer. Whereas in the compared work, the 

attacks are only focused on the low level of the system. Apart from this, the attack 

executed in the proposed work are restricted at a given amount of time, after this it is 

eventually detected by the defence system. However, in the compared work, there is 

no mention of time restriction in the attacks executed. Both works, have resource 

bound attacks, but the proposed work also have an additional type of attacker which is 
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naïve and skilful, whereas the compared work only talks about the skilful attacker. 

Lastly, the attacks chosen in the proposed work also talk about the different scenarios 

in the type of attack which is vicinity access, no vicinity access and access to all the 

components.  

For the purpose of quantitative comparison, the probabilities for the attack objectives 

between the proposed work and an existing approach implemented by Mohsin et al. 

[43] were compared. Table 8-40 shows a list of these probabilities with their respec-

tive attacks that occurs for a time of 100 units where the attacker type is skilful in na-

ture. Furthermore, it is also considered that the attacker has access to all the available 

components and the defence level considered is high. Here the probability of attack 

success for all four attacks is significantly higher as compared to the proposed meth-

od, this is because the existing approach does not consider a realistic scenario while 

implementing their model. That is, their model comprises of a negligible defence 

mechanism which makes it very easy for a skilful attacker in executing its respective 

attack objective.  

Table 8-39: Qualitative Comparison of Existing Work with the Proposed Work. 

Features Mohsin et al.[43] Proposed Work 

Technology Employed IoT DT 

Application Area Type  Home  Healthcare 

Configuration Variable Single 

Defence 

Strategy 

Levels N/A 2 Tier Defence 

Levels 

Profiles N/A 3 Defence Profile 

for Tier 2 Defence 

Reaction based on 

Attack 

N/A Yes 

Attack Type  Theft, missed both 

alarms, missed either 

alarm, False alarm, 

Data access, data 

modification, De-

nial-of-service, 
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compromised evacuation  ransomware t 

Level Low System 

Time-bound No Yes 

Resource bound Yes Yes 

Configuration N/A VA, No VA, Both  

Attacker  Skillful  Naïve and Skillful 

 

Table 8-40: Quantitative Comparison (lower values better results). 

Attack Objective Mohsin et al. Approach [43] Proposed Approach 
Data Access 1.0 0.81 
Data Modification 0.99 0.75 
Denial of Service 0.99 0.43 
Ransomware 0.15 0.0083 
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Chapter 9. Conclusion and Future Work 

In recent years, DT have started to gain a lot of popularity.  However, the first use of 

DT dates back in the late 1960s where DT was used at the NASA Apollo program for 

generating a DT of a spacecraft in order to study its behaviour. Later, the official use 

of DT was first officially coined in 2002 by Michael Grieves who defined DT as a 

virtual representation of given physical object, process, or system. Typically, the con-

cept of DT is considered to compromise of three major parts which is the physical 

product, its virtual counterpart and the data and interface connection that exists be-

tween them. At present, it has been rapidly employed over a variety of application 

domains like manufacturing, healthcare, automobile, retail, etc. Nevertheless, the rise 

in the implementation of DT poses serious concern as there exists a variety of security 

challenges that can be faced regardless of the industrial domain it is employed in. 

Therefore, in order to guarantee a smooth execution of the DT operation, a highly se-

cure DT environment is required. 

Currently, none of the research work focuses on addressing the security issues faced 

by the DT system. Therefore, the focus of the thesis is to focus on the security aspect 

of DT. Before doing so, a modified conceptual model of DT is first presented to un-

derstand the working of the DT system. Next, a thorough analysis of the various secu-

rity attacks and relevant countermeasures were conducted. Based on this analysis, a 

multi-layer DT security architecture was proposed. However, to implement the pro-

posed security architecture, a probabilistic model checking approach was utilized 

where DTMC and MDP models were used to represent the behaviour of the naïve and 

skilful attacker respectively. To provide security to the proposed model, two tier level 

defences were used, in which tier two defence further comprises of low, medium, and 

high defence respectively. Furthermore, to validate the proposed approach, a case 

study of DT in the healthcare sector in the form of in-patient monitoring system was 

chosen as the proposed scenario. The obtained results after the implementation of the 

proposed multi-layer DT security architecture demonstrates the maximum probability 

of success acquired by executing four different attack objectives and the correspond-

ing cost required for their execution. Furthermore, to compare the proposed work with 

an existing research work, both qualitative and quantitative comparisons were con-

ducted in which the qualitative comparison proved that the proposed work has more 
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advantages than the compared work, whereas the results obtained from the qualitative 

comparison proved that the proposed work obtained a more realistic result.   

In terms of future work, the proposed work can be further expanded in other key areas 

of DT in the healthcare sector such as out-patient monitoring system. Apart from this, 

the security aspect of other major areas of DT applications such as manufacturing, 

energy, and the automobile sector, etc., can also be examined. To further enhance the 

proposed work a third-tier defence can also be incorporated, where a human operator 

would be involved whose role is to monitor any disturbances present within the DT 

system. The addition of this third tier will help in further enhancing the overall securi-

ty of the DT system.  
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