
PRIORITY AND PATH DIVERSITY BASED VIDEO STREAMING OVER BEST
EFFORT NETWORKS

by
Dana Farouq Hussein

A Thesis Presented to the Faculty of the
American University of Sharjah

College of Engineering
in Partial Fulfillment of

the Requirements
for the Degree

Master of Science in
Electrical Engineering

Sharjah, United Arab Emirates
July 2014



c©2014 Dana Farouq Hussein. All rights reserved.



 

 

Approval Signatures  
 
We, the undersigned, approve the Master’s Thesis of Dana Hussein. 
 
Thesis Title: Priority and Path Diversity Based Video Streaming over Best Effort 
Networks   
 
Signature        Date of Signature
         (dd/mm/yyyy) 

 
___________________________     _______________ 
Dr. Mohamed Hassan 
Associate Professor, Department of Electrical Engineering    
Thesis Advisor 

 
___________________________     _______________ 
Dr. Taha Landolsi 
Associate Professor, Department of Computer Science & Engineering   
Thesis Co-Advisor 

 
___________________________     _______________ 
Dr. Mohamed El-Tarhuni 
Professor, Department of Electrical Engineering     
Thesis Committee Member 

 
___________________________     _______________ 
Dr. Mohamed Saad 
Associate Professor, Department of Electrical and Computer Engineering 
University of Sharjah    
Thesis Committee Member 

 
___________________________     _______________ 
Dr. Mohamed El-Tarhuni 
Head, Department of Electrical Engineering 

 
___________________________     _______________ 
Dr. Hany El Kadi 
Associate Dean, College of Engineering  

 
___________________________     _______________ 
Dr. Leland Blank 
Dean, College of Engineering 

 
___________________________     _______________ 
Dr. Khaled Assaleh 
Director of Graduate Studies 



Acknowledgements

I would like to thank my thesis advisors, Dr. Mohamed Hassan and Dr. Taha

Landolsi, for their support and guidance through the completion of this thesis. I would

also like to thank Dr. Tamer Shanableh for his help and contribution in the video quality

work. I am thankful to the Electrical Engineering department at the American Univer-

sity of Sharjah for providing me with the opportunity to be part of their graduate pro-

gram. Last but not least, I would like to deeply thank my parents, family and fiance for

the endless support and compassion.



To my family.. . .



Abstract

Successful delivery of important parts of video sequences is expected to main-

tain continuous playback at an acceptable video quality. In this thesis, priority and path

diversity-based schemes are proposed in order to enhance the viewer’s experience by

reducing the delay and loss rates of important video packets that might occur due to

routing to a congested path. The introduced schemes classify video frames into three

priority levels based on their importance. In addition, the proposed schemes maintain a

priority queuing system at each router to reduce the delay experienced by video frames

with high priority and hence to reduce their probability of dropping. The performance

of the proposed schemes is evaluated through simulations in comparison to each other

as well as to a best effort-based model. A priority-based queuing model is introduced

in which each router maintains a priority queuing system without the use of path di-

versity. Moreover, we introduced a priority-based path diversity (PBPD) scheme that

integrates the priority-based queuing model with path diversity. The performance of the

three models is studied in terms of network related metrics such as frame loss rates and

end-to-end delay. Moreover, the performance of the three models is compared from the

end users’ perspective in terms of the peak-signal-to-noise-ratio (PSNR). In addition, a

buffer occupancy metric is used to study the continuity of the reconstructed video. The

results show that video frames experienced the lowest frame loss rates when transmit-

ted using the proposed PBPD scheme. In addition, the PBPD scheme outperforms the

priority-based queuing model and the best effort-based model in terms of the end-to-end

delay. These results are reflected in the reduced number of starvation instants achieved

by the proposed PBPD scheme at relatively higher PSNR values.

Search Terms—Path diversity, video streaming, priority queuing, quality of

service, best effort networks, video quality.
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Chapter 1: Introduction

1.1 Video Streaming over Best Effort Networks: An Overview

Today’s Internet is witnessing a widespread deployment of multimedia applications

such as video on demand and videoconferencing. With the increasing popularity of

multimedia applications, video streaming is gaining more interest. Video streaming has

strict quality of service (QoS) requirements. Even with the advances in video compres-

sion techniques, video streaming applications still require high bandwidth. In addition,

video streaming applications are highly sensitive to end-to-end delay and delay jitter

(delay variation) especially in real-time video applications. Delivering media content

with strict QoS requirements is challenging especially when it comes to lossy packet

networks such as the Internet.

Early media streaming systems over the Internet, such as VivoActive introduced

in the 1970 used Hyper Text Transfer Protocol (HTTP) web servers to store and de-

liver media content [1]. HTTP server-client employs the reliable transport control pro-

tocol (TCP) which introduces additional delays to ensure reliability. However, these

additional delays might affect the performance of real time applications such as media

streaming applications. Moreover, the TCP protocol uses congestion control mecha-

nisms which results in fluctuations in the available data rate [2]. To compensate for

these drawbacks, the early VivoActive program used a large pre-roll buffer to buffer a

sufficient number of frames before the start of video playback [1].

In 1995, the first streaming media system, which is based on the multimedia

requirements and the underlying Internet, was RealAudio 1.0. RealAudio system used

both TCP and user datagram protocol (UDP) in delivering the media content, which

is known as the progressive networks architecture (PNA). RealAudio systems used the

UDP protocol to deliver media content while maintaining a TCP connection for session

control [1]. Transmitting media content over the UDP protocol made the transmission

of the media content more continuous compared to the TCP protocol. However, the
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unreliability of the UDP protocol caused several problems such as out of order delivery

of packets and packet loss. To accommodate these drawbacks, several techniques have

been proposed including variable bit rate (VBR) video compression and error control

mechanisms [3], [4]. Video content has a dynamic nature which depends on the scene

change and the motion introduced in the video. Because of this dynamic nature, the

distribution of bits between frames is going to be different when compressed at the

same level of distortion. This has led to the introduction of VBR video compression

in the design of RealVideo codec [1]. VBR uses the dynamic nature of the video in

producing a constant quality encoded video. RealVideo has also introduced a variety of

forward error correction (FEC) codes and error concealment mechanisms to protect the

most important parts of the encoded video [1].

1.2 Limitations of Best Effort Networks

Best effort networks with no traffic engineering do not offer deterministic or statistical

QoS guarantees. The current level of service provided by today’s Internet might not

be sufficient to support the stringent QoS requirements of video streaming applications

such as video on demand and video conferencing. As a result, video streaming applica-

tions are hampered by the widely varying packet loss rates as well as variations in delay

and throughput caused by congestion at intermediate routers.

An example of a very famous and fast growing video delivery website is YouTube.

YouTube aims to provide the QoS requirements of video over best effort networks

by employing an overlay of content delivery networks which are close enough to end

users [5]. Moreover, YouTube relies on large bandwidth usage to provide an acceptable

QoS level for video streaming. A study conducted in 2008 has shown that YouTube

consumed the same amount of bandwidth as that which was consumed by the entire

Internet in year 2000. It was also estimated that YouTube had to pay roughly 1 million

dollar a day for the large bandwidth consumption of its servers [6]. With these efforts

and with the high speed access provided in academic institutions or corporations, users

have a relatively acceptable video streaming experience. However, residential users
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might suffer from lower video quality in which users experience long buffering delays

and interruptions in the video playback [7].

1.3 Contributions

The contribution of this thesis is as follows:

a. A priority-based path diversity (PBPD) scheme is proposed for simple net-

work topologies in which multiple paths exist between a video server and an end-user.

The proposed scheme aims to improve the QoS requirements of video streaming ap-

plications in terms of delay and losses by forwarding video packets to the lowest con-

gested path in a priority basis. The proposed scheme relies on two main aspects. First,

the Internet is highly redundant in terms of the number of available paths between two

communicating hosts and this redundancy is not fully exploited by the Internet’s routing

protocols. Second, video packets have different importance levels as they do not evenly

contribute to the reconstructed video quality. The proposed scheme exploits the Internet

redundancy by jointly considering the importance level (priority level) of video packets

and the congestion among the candidate paths when forwarding video packets.

b. The proposed PBPD scheme is generalized for larger network topologies.

Unlike the simple PBPD scheme which is based on the direct feedback from the network

routers to the ingress router (i.e. the router directly connected to the video source), the

generalized scheme forwards video packets to the least congested path by exchanging

congestion state information between the routers in the network. This allows routers to

select the least congested path for a transmitted video packet.

1.4 Thesis Organization

The rest of this thesis is organized as follows: In Chapter 2, a background that covers

the network layer functionalities is presented in addition to several technical concepts

which are directly related to the presented work. This includes introduction to video

compression, scalable video coding, its operating modes, and path diversity. Chapter 3
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discusses the work done in the area of video streaming over best effort networks, in-

cluding: application layer-QoS control, TCP friendly-congestion control and network

layer-QoS support. Chapter 4 addresses a detailed network performance evaluation of

the proposed PBPD scheme in comparison to two streaming approaches (priority-based

queuing approach and best effort approach). Chapter 5 studies the impact of the dif-

ferent routing schemes on the delivered video quality. Finally, chapter 6 concludes the

work presented, summarizes the main findings and discusses our future work.
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Chapter 2: Background

In this chapter, an overview of the Internet is presented, focusing on the network

layer functionalities. Later, several technical concepts that are directly related to the

presented work such as video compression, scalable videos, and path diversity will

be illustrated. At the end, a focus on the idea of path diversity, its issues and use in

multimedia communication will be presented.

2.1 Overview of the Internet

The Internet evolved into a universal network which delivers new services and connects

different users throughout the world. The network is composed of millions of connected

computing devices, which were initially limited to desktops and large data storage de-

vices called servers. Web pages and video sequences are examples of the kind of data

which is stored in these server devices for transmission. Today however, the Internet is

witnessing a large deployment of nontraditional connected devices such as cell phones,

television and gaming consoles.

End computing devices which run applications and transmit/receive data are

called edge nodes. Other than edge nodes, the Internet is further composed of core

nodes responsible for data delivery which are identified as routers and switches. The

nodes can be connected using different types of communication links such as radio

channels, coaxial cables and fiber optics. Packets are the units to transfer information

over the Internet. Packets sent from one end host to the other are delivered with the

aid of packet switching techniques, which are efficient alternatives to avoid dedicating

physical paths for connecting any two hosts in the network.

A set of protocols govern the communication process between the end hosts.

The protocols control the data format and the actions taken by the network during trans-

mission, reception and any other event. The Internet follows a layered model, where

each layer is responsible for controlling specific tasks to enable the communication

process between end hosts. The upper layers of the system deal with the applications
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and represent the direct interface to end users. Lower layers however, transform the

abstracted data of the upper layers into a more suitable form that can be transmitted

over the physical links. Open Systems Interconnection (OSI), the technical description

for the Internet, consists of seven layers namely: application layer, presentation layer,

session layer, transport layer, network layer, data link layer and physical layer.

Network Layer

Once the end host initiates a data transmission process, the data (in the form of pack-

ets) is passed through the transport layer to the network layer which is responsible for

delivering packets between end hosts.

The packets travel inside the network through devices called routers. Each

router in the network is connected to multiple input and output links. The network

layer controls the forwarding functionality of routers which is responsible for passing

the incoming data packets from an input link to the appropriate output link based on the

destination address. In the forwarding process, the router relies on an information set

known as the forwarding table which maps destination addresses to the correct output

link. The collective interaction of all the routers in the network to define a particu-

lar path linking the source and destination end hosts is known as routing; the routing

process is performed using a set of commands known as the routing protocols.

Routers

As discussed earlier, the main task of routers is to forward packets from their input

links to their appropriate output links. Shown in Figure 2.1 is a typical router architec-

ture which consists of input ports, output ports and intermediate units responsible for

the routing process. The intermediate units are namely the switch fabric and the rout-

ing processor. As packets arrive from the different input links, they are queued in the

input ports until the intermediate routing units are ready for data transmission. In the

transmission process, the routing processor runs the routing protocol and maintains the
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forwarding table which is used by the switch fabric in forwarding the packets from the

input ports to the corresponding output ports. Once a packet reaches the output port, it

is stored to be sent later to the corresponding output links.

Input port (1) Output port (1)Input port (1)

Input port (2)

Output port (1)

O (2)
p p ( )

Input port (n)

Switch Fabric 
Output port (2)

Input port (n)
Output port (m)

Router 
Processor

Figure 2.1: A simplified router architecture.

As the data is continuously being sent and received, the incoming and outgoing

packets to the input/output ports of the routers will start forming queues. If the pack-

ets start accumulating in the queues, the storage capacity (also called the buffer space)

might exceed resulting in packet loss due to dropping. Packet loss occurs when the in-

coming packet traffic rate is larger than the switch fabric speed, resulting in the packets

having longer queuing delay and eventually getting dropped at the input queues as the

buffer capacity is full. Similarly, if the incoming traffic rate to an output port is larger

than the output link speed, packets will experience longer queuing delay and will more

likely be dropped at the output port. Selection of a packet for transmission within the

queue at the output port is done by a packet scheduler. The scheduler might be a simple

First-Come-First-Serve (FCFS), in which packets are transmitted on the basis of arrival

relative to other packets in the queue of the port. The scheduler can also be a Weighted

Fair Queuing (WFQ) scheduler which is not concerned with the order of arrival of the
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packets, but rather allows the packets to equally share the output link. In the literature,

packet scheduling is proposed for future Internet to serve packets based on the priority

that ensures better QoS guarantees [8], [9].

Furthermore, incoming packets to the input ports of a router have to be well

managed with the buffer capacity condition. When an arriving packet overflows the

buffer’s capacity, a decision must be made by the router to either drop the arriving

packet (also known as Drop-Tail decision) or to drop an already queued packet. Another

method of managing the buffer space involves marking or dropping incoming packets

before the buffer is full. This method is known as Active Queue Management (AQM),

and it includes different policies which have been widely studied in the literature. One

of the well-known AQM policies is Random Early Detection (RED), in which arriving

packets are either accepted, dropped or marked at the queue based on the average queue

length. When a packet arrives, the average queue length is compared with pre-defined

threshold values called the minth and maxth. When the average queue length is less

than minth, an arriving packet is accepted in the queue. Conversely, when the average

queue length is larger than maxth, the packet is either dropped or marked for dropping.

If the average queue length is between minth and maxth, an arriving packet will be

either accepted, marked or dropped with a probability that is a function of the threshold

values.

Management of incoming and outgoing data packets at the input and output

ports is different in concept. Scheduling schemes for the output ports are employed

to serve or control the outflow of different packets. On the other hand queue manage-

ment schemes at the input ports are designed for a router to decide on which packets

to be dropped and when to drop them based on the condition of the buffer’s storage

capacity [10].

Routing Protocols

Routing refers to the process of finding the best path through which a host in a network

sends packets to the least cost path. In a typical mesh network, such as the Internet,
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there are multiple paths that can be used to communicate information between two des-

tinations (hosts) amongst which a path is selected as the best path. The selection of

the best path can be done based on the minimization of a cost function which considers

the characteristics of the communication links or simply the number of communication

links along the path. The characteristics of the communication links, that can be in-

cluded in the cost function, are the expected latency, the available bandwidth and the

reliability over the entire path. The rules that govern the choice of the best path are

referred to as a routing protocol. Routing protocols used in today’s Internet can be clas-

sified according to three aspects: how they govern the implementation of the routers

forwarding tables, what information is used and shared between routers, as well as the

location of the source and destination within a network.

Additionally, routing can be performed by utilizing a management center which

finds the best path based on a certain protocol and downloads it to the routers in the

network. The routers will then do the forwarding through the path selected by the man-

agement center. Alternatively, routing in today’s Internet utilizes a distributed method.

In distributed routing, each router acts as a centralized forwarding decision making en-

tity within a larger network of other routers. The selection of the best path is done by

a series of those centralized forwarding decisions along the path in the network. The

decisions are done using a certain routing protocol. The routing process aims at inter-

changing network information between routers so that eventually each router knows at

least the next hop correspondent to the best path to each network destination.

Routing protocols are classified as static or dynamic protocols depending on

how the forwarding tables of the routers in the network are loaded [2]. In static routing

protocols, the forwarding tables and any updates in the network (e.g.: when additional

links are implemented or dismissed in the network) are managed and loaded directly

from the administrator of the network to all routers in the network. On the other hand,

in dynamic routing protocols, forwarding tables and updates are exchanged between

neighboring routers. In more details, routers periodically receive forwarding tables
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from directly connected routers, update their forwarding tables accordingly and send

the updated forwarding table back to the directly connected routers.

Routing protocols can also be classified into link state routing and distance vec-

tor routing based on the information routers have and share. In link state routing, each

router has full knowledge of the network topology and the cost of all the links in the

network. In distance vector routing, each router only knows the cost to the directly

connected routers. Moreover, in link state routing, routers share all the hops included in

the best path. However, in distance vector routing, routers only know and share the next

hop corresponding to the best path. Another way of classifying routing protocols can be

based on the location of the source and destination within the global network and can be

categorized into two main categories: inter-autonomous system and intra-autonomous

system routing protocols [2]. An autonomous system (AS) is a network or a group of

networks in which one administrator governs the network and all routers run the same

routing protocol. The inter-autonomous system routing protocols are the protocols used

in routing packets between AS; on the other hand, intra-autonomous routing protocols

are the protocols used in routing within an AS. Currently, Routing Information Proto-

col (RIP) and Open Shortest Path First (OSPF) are the most commonly implemented

protocols. Both of these protocols are intra-autonomous protocols; however, they differ

in the information included in their forwarding table.

RIP is an example of distance vector routing protocols in which routers only

know the next hop corresponding to the path with the lowest cost. Initially, each router

has the cost of the directly connected links in their forwarding tables along with an

initial estimate of the cost of the best path from the router to all other destinations in

the network. Neighboring routers will then exchange their forwarding tables. This will

allow each router to compare the cost of the paths in its forwarding table with that

found in the received forwarding tables. Using this information, the forwarding tables

are updated with a better estimate of the best path. This process is repeated every 30

seconds to ensure that the best path is periodically updated [2].
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To further illustrate the distance vector concept of the RIP protocol, consider the

network model shown in Figure 2.2. Suppose that router A initially estimates the best

path to destination G to be through router B. When router A receives the forwarding

table from its neighboring routers (B and C), it will compare the cost of the path entries

of its forwarding table to that of the received forwarding tables. Suppose the cost of the

path to destination G through router C is lower than that of the path through router B;

then router A will update its forwarding table such that the path to destination G is best

through router C. Since this is a distance vector protocol, router A will only know the

next hop (router C) of the best path, but it has no knowledge of whether the best path

after router C will be through router D or router F.
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Figure 2.2: Network model (example).

RIP is a simple routing protocol which does not require sophisticated routing

algorithms. However, it has some undesired characteristics such as the count to infinity

problem. To illustrate the count to infinity problem, refer to the network shown in

Figure 2.2. Suppose the two links 2 and 3 break, router A and router B are now isolated

from the network. Suppose router A notices the link failures and updates its forwarding

table such that the distance to all routers is infinity except the distance to router B.

When router B receives the distance vector of router A, it will update its routing table

and will set the cost to all other hops through router A as infinity. Router B will realize

the failure and will understand that both routers A and itself are now isolated from the

network. This information is stored in the forwarding table of router B which will then

broad-cast to router A to update its tables and consequently, the algorithm converges.
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Now, suppose router B -before detecting the link failure- the forwarding tables

assumed that all paths through router A are possible. At the same time, router A had

already detected the failure but was not able to send it to router B at the right instance.

It rather received the forwarding tables of router B and updated its own tables with the

wrong information that it received. Then, router A will mistakenly realize a path exists

to all other routers through router B and sends its last updated tables to router B which

will in turn mistakenly realize that a path exists to all other routers through router A.

As a result, packets will keep bouncing between routers A and B creating congestion in

these links. To solve this issue, RIP attaches a counter to each data packet that incre-

ments each time it passes through a router. By setting a maximum allowable number of

hops each packet can pass through (usually it is set to 15), a data packet with a counter

that reached this number will be dropped and its destination will be set as infinity (un-

reachable). This will reduce the congestion in the link and will update the tables of the

routers accordingly and the algorithm will converge. Because of such undesired char-

acteristics of RIP, it is mostly used in small networks. A more complicated link state

algorithm such as OSPF is preferred for larger networks.

Unlike RIP, OSPF is an example of a link state routing protocol in which routers

know the arrangement of the routers in the network (network topology) and the cost of

all the links. This requires the network administrator to manually upload the map of

the network topology and the cost of the links to each router. Also the updating of the

routers forwarding tables is done by broadcasting the link state information at regular

intervals as well as whenever a change on the link state is detected such as a link failure

like the one described in the earlier example. By considering the same failure scenario

in the network of Figure 2.2 when links 1 and 2 are broken, the difference between RIP

and OSPF is evident. If RIP is used, there is a chance that the algorithm converges after

the count to infinity is detected, but in the case of OSPF, convergence occurs without

the need for detecting the count to infinity event. This is because, the OSPF protocol

broadcasts the link state information immediately when a change occurs in the network.

Furthermore, the OSPF protocol time stamps each broadcasted link state information
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which will not allow older updates to be implemented in the routers forwarding tables.

This will help to overcome the problem faced in the case of RIP when data packets

keep bouncing between routers A and B when their forwarding tables were mistakenly

updated.

2.2 Video Compression

A video is a sequence of still images (frames) displayed at a certain frame rate (frames

per second) to perceive a continuous and natural object’s motion by the human eye. The

immense amount of data in a raw digital video results in video data rates that are high

enough to overwhelm networks’ links. Hence, practical video communication systems

rely on video compression. Video compression standards such as MPEG and H.26x are

based on two main principles: reducing spatial redundancy by intra-frame coding and

reducing temporal redundancy by inter-frame coding.

In intra-frame coding, video frames are compressed in the same way as a still

image. This is performed by dividing the still image (frame) into 8× 8 pixel blocks and

transforming them using the discrete cosine transform (DCT) to 8×8 coefficients. These

8 × 8 DCT coefficients are then quantized by an adjustable 8 × 8 quantization matrix.

The quantization matrix is obtained by multiplying a base quantization matrix by a

quantization scale which can be adjusted to control the source rate of a video encoder.

A large quantization scale results in a coarser quantization and hence a smaller video

size. However, this will come at the expense of downgrading the quality of the video.

The quantized DCT coefficients are zigzag scanned then run-length coded.

MPEG inter-frame coding reduces the temporal redundancy by using motion

estimation and motion compensation techniques between consecutive frames. Consec-

utive video frames are similar in the sense that an object or a scene that is presented

in one frame is likely to be present in the following frame or in the following frames

depending on the motion content of the video sequence. A low motion video (e.g.

news broadcast) will have more similar video frames, therefore, higher temporal re-

dundancy. To compress video frames in the temporal dimension, three types of frames
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are introduced, namely intra-coded (I), predictive-coded (P) and bidirectional-coded

(B) frames. These frames are structured in a periodic pattern called Group of Pictures

(GoP). The sequence of frames between two consecutive I-frames corresponds to one

GoP. The number of P-frames and B-frames present in the GoP defines the GoP struc-

ture as shown in Figure 2.3.

Intra-coded frames (I-frames) are independently coded using image coding tech-

niques. In P-frames, a macroblock which consists of four blocks of 8 × 8 samples is

inter-coded with a forward reference to a preceding I-frame or P-frame. Macroblocks

of B-frames are inter-coded by bidirectional referencing to a backward I-frame or P-

frame and a forward I-frame or P-frame. The inter-coding of macroblocks is done using

motion estimation and motion compensation techniques. Given a macroblock, motion

estimation identifies the best matching macroblock in the reference frame using motion

vectors. The difference between the macroblock to be encoded and its best match in

the reference frame is encoded using DCT and quantization as discussed earlier. This

process is called motion compensation [11].

F d R fForward Reference

I
B B B B

P P P P
B B B B B B B B
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Figure 2.3: A typical MPEG group of pictures (GoP).

2.3 Scalable Video Coding (SVC)

Today’s networks and applications are of a heterogeneous nature. On the one hand,

networks provide variable bit rates to end users. In addition, links with different speeds
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exist in the same delivery chain causing the heterogeneous network to be bottlenecked

by the link with the lowest bandwidth. On the other hand, video display devices have

diverse video formats requirements. This heterogeneity of application requirements

and underlying networks is a challenge when it comes to streaming a single layer com-

pressed video. A possible solution to this problem could be to encode the video into

different versions each of a different encoding quality. However, a major drawback of

this solution is the significant increase in the storage requirements. Moreover, in het-

erogeneous networks, different versions of the video stream need to be transmitted in

adaptation of network bandwidth variations.

To overcome these drawbacks, scalable video coding was proposed. Scalable

video coding provides different video formats at different video bit rates using a sin-

gle encoded video [12]. A layered video encoder encodes the video into two or more

layers which include a base layer and one or more enhancement layers. The base layer

is independently encoded and provides a basic video quality. On the other hand, the

enhancement layer is encoded in reference to the base layer and when received and de-

coded correctly, it enhances the quality of the reconstructed video. In what follows, we

discuss common scalability modes namely, temporal scalability, spatial scalability and

multiple description coding.

2.3.1 Temporal Scalability. Temporal scalability is one of the main scalabil-

ity modes standardized by MPEG which provides an encoded video with adjustable

frame rate (frames/sec) [12]. In this mode, the base layer provides a basic video quality

at a lower frame rate where the addition of enhancement layer will increase the frame

rate of the received video. This is done by interleaving the enhancement layer frames

with the base layer frames.

One way to perform temporal scalability is shown in Figure 2.4. The base layer

consists of I-frames and P-frames and the enhancement layer consists of B-frames.

As discussed earlier, B-frames are encoded with reference to I-frames and P-frames.

Therefore, the enhancement layer is encoded with reference to the base layer. On the
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Figure 2.4: An example of temporal scalable encoding.

other hand, base layer is independently encoded. Base layer consists of independently

coded (I-frames) and P-frames which are encoded with reference to other base layer

frames (I-frames or P-frames) [12].

2.3.2 Spatial Scalability. Spatial scalability is another scalable coding mode

standardized by MPEG which provides an encoded video with adjustable video format.

In spatial scalable mode, the video is encoded into a base layer with a small spatial

format (e.g.: Quarter Common Intermediate Format (QCIF)) and one or more enhance-

ment layers with a large spatial format (e.g.: Common Intermediate Format (CIF)) [1].

To accomplish the above task, first the video is down sampled and encoded to

represent the base layer. To obtain the enhancement layer, the base layer is locally

decoded at the encoder and up-sampled. The difference between the up-sampled base

layer and the original video is then encoded using the DCT based compression which

will result in the enhancement layer. As shown in Figure 2.5, the base layer is indepen-

dently encoded; base layer frames are referenced to other base layer frames. However,

enhancement layer is encoded with reference to base layer frames which is called back-

ward reference and with reference to other enhancement layer frames which is called

forward reference.
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Figure 2.5: An example of spatial scalable encoding.

2.3.3 Multiple Description Coding (MDC) . Unlike SVC, multiple descrip-

tion coding encodes the video into multiple descriptions that are encoded independently

of each other. The best received quality of the reconstructed video is obtained when all

descriptions are correctly received and decoded. However, a lower video quality can

still be achieved upon the correct reception of fewer descriptions with the least quality

achieved if only one description is received.

One way to perform MDC in the temporal domain is shown in Figure 2.6. In this

example, MDC is performed by splitting the video frames into odd and even frames.

Each sequence of frames represents a description, which will be coded independently

of the other sequence. However, the high redundancy in the descriptions will result in

lower coding efficiency. The coding efficiency will be further lowered if we increase

the number of descriptions. This is because as the number of descriptions increases the

correlation between successive frames in each of the descriptions will decrease [13].

2.4 Path Diversity

In a typical Internet scenario, an end host drops packets to the network with a specific

destination address. The underlying infrastructure of the Internet provides several paths
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Figure 2.6: An example of multiple description encoding.

between communicating hosts. End hosts have no control on how packets are deliv-

ered. Instead, the underlying routing protocols control the packet delivery and the path

selection. As discussed earlier, routing protocols select the lowest cost path based on a

predefined cost metric. Packets of the same application session propagate along the se-

lected lowest cost path. Even though multiple paths having the same lowest cost metric

can be found, only one path is selected and advertised by the routing protocol. In packet

switched networks, path diversity is a transmission technique that uses multiple paths

to transmit packets from a source to a destination. More specifically, in a host to host

communication, instead of sending packets through a single lowest cost path, packets

are sent through multiple low cost paths.

In 1970’s, dispersity routing was introduced by Maxemchuk in which messages

are divided into sub-messages and sent to the receiver using multiple paths. Maxem-

chuk introduced dispersity routing by load balancing in the Advanced Research Projects

Agency Network (ARPA-net) to provide more reliability and to overcome the problems

of link failures [14]. In the early 1990’s, the distribution of his work mainly focused on

connection-oriented ATM networks [15]. Most of the research done on diversity tech-

niques was related to wireless communication [16], [17]. Diversity techniques in wired

networks did not gain interest until the early 2000’s.

Although the infrastructure of today’s Internet is highly redundant, routing pro-

tocols are known to be slow in reacting and recovering from network failures [18].

Studies show that 20% of path failures are not recovered within 10 minutes [19]. For
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example, the fault recovery mechanism of the border gateway protocol (BGP) requires

a long delay to converge [20]. Moreover, the underlying routing protocols lack the abil-

ity of adapting to network bottlenecked links. The underlying routing algorithms keep

sending packets through the link as long as it is live. Other Internet measurements-based

studies compared the quality of the default lowest cost path and other alternative paths

in the Internet [21]. It was found that in 30-80% of the cases there exists an alternative

path with a better quality, where the quality of the paths was measured in terms of loss

rates, round-trip time and bandwidth. These constraints of the routing protocols have

motivated the research of path diversity in wired networks.

Path diversity has both network related benefits and applications related ben-

efits. From a network perspective, path diversity exploits the redundancy of the In-

ternet infrastructure to better utilize network resources and to improve network per-

formance [22]-[26]. Path diversity provides load balancing, which lowers the overall

queuing delay of the network. Moreover, path diversity is proposed to reduce the delay

of fault recovery mechanisms of the routing protocols.

From an application perspective, path diversity mainly has three advantages. It

transforms burst losses into isolated losses, reduces the probability of an outage, and

increases the available bandwidth of the application [27]. Burst losses results in a loss

of multiple consecutive numbers of packets. This can be reduced by sending packets to

disjoint paths; paths which do not have common links will de-correlate packet losses.

Hence burst losses in one path transfer to isolated losses affecting only the packets

transmitted to this path. Another type of packet losses, which is considered the worst

type, happens when an outage occurs in which a total loss of communication remains

for five to several seconds. Unlike sending to the default path, an outage occurs in

a system that uses path diversity transmission technique when all paths between the

sender and the receiver fail. For disjoint paths, the probability of failure of all the paths

at a given period of time is smaller than the probability of failure of a single default

path. Last, studies show that exploiting the redundancy of the Internet provides higher

bandwidth to end users [28].
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Issues in Path Diversity

To achieve an efficient path diversity-based transmission, several issues must be consid-

ered. This includes the implementation of a path diversity transmission technique, the

selection of the paths, and scheduling packets transmission to the multiple paths. Com-

monly studied path diversity architectures in which a source can send packets through

multiple paths to the receiver implements path diversity via source routing, path diver-

sity via relays and path diversity via multihoming networks. Path diversity via source

routing requires the source to explicitly assign the addresses of different nodes along

the selected path. Although this method appears simple, it has several underlying prob-

lems. First of all, the source needs to have a good knowledge of the underlying network

topology and network state in order to select the path. Even if it can be assumed that the

network topology is manually inserted to the source, updating a large part of the net-

work state is impractical. Because of its implementation difficulties, source routing was

mainly proposed in intra-domain routing, where the network is relatively small [29].

Another common architecture is path diversity via relays, which is based on dis-

tributing an overlay of nodes over the network. The relay nodes are forward switching

devices that are placed between the source and the destination. Unlike source routing,

using relay nodes the source needs to only select the first hop of the path. Assuming

that a source is given the addresses of two relays in the network, to achieve path di-

versity, the source will send part of the packets to the first relay and the other part to

the second relay. The relays will use the destination addresses of the received packets

to route them to their destination using the underlying routing protocols. One point to

note here is that path diversity via relays does not guarantee that the multiple paths used

for transmission are disjoint. This is because the relays route packets using underlying

routing protocol; hence an overlap between the paths might occur [30].

Path diversity can be also achieved via multihoming networks [25]. Multihom-

ing networks refer to networks with multiple connections to the Internet, for example a

single network connected to multiple Internet service providers (ISP’s). Path diversity
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can be implemented by sending packets through multiple ISP connections. A source

in a multihoming network can send the packets to the multiple nodes each in one ISP

network. It is similar to the relay network in that the source needs to know the addresses

of only the first hop of the selected path. However, path diversity via multihoming net-

works does not require any additional packet forwarding nodes (relays) to the network.

The second important issue is the selection of a path for a transmitted packet.

The selection of a path can be done either in a simple round robin manner regardless

of the difference in quality of the available paths or based on a best path selection opti-

mization algorithm. Multiple paths have different qualities in terms of round trip time

(RTT), packet loss rates and bandwidth. Thus, a better performance can be achieved

when using an optimization selection algorithm. One way is to select the path based

on the available bandwidth by using the average available bandwidth of the paths or by

using the lower bounds on the available bandwidth variation range [30].

Instead of selecting the path based on one parameter (e.g. bandwidth), path

selection can be also achieved over multiple parameters. This can be performed by

using grey relational analysis (GRA) [31]. This method defines ideal path’s parameters

and finds the relation between this ideal path and each of the multiple paths. The relation

is found by calculating the grey relational coefficient (GRC) in which the path with the

optimal GRC is selected. Another way is to optimize the path parameters over a cost

function which might be the expected distortion at the receiver. In other words, the path

which is expected to deliver a lowest distorted video is chosen [32].

The third important issue is how to map different packets to multiple paths.

This is especially important when it comes to transmitting packets of multimedia appli-

cations. Multimedia packets have different levels of importance because of the coding

dependencies and time constraints. A multimedia packet is useful to the receiver if it

is received before the decoding deadline and if reference frames needed for decoding

are correctly received. In order to maximize the streaming quality, a scheduling algo-

rithm that selects a packet to be transmitted at a given time instant to a specific path is

necessary [33].
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Chapter 3: Related Work

This section provides an overview of the contributions in the field of video

streaming over the Internet focusing on the application layer, transport layer and the

network layer. A general video streaming system is presented to clarify the relation

among the different layers. Next, three sections are provided to discuss the different

contributions, namely: application layer-QoS control, TCP friendly-congestion control

and network layer-QoS support.

3.1 A General Video Streaming System

Extensive research has been conducted to address the challenges of video streaming

over the Internet [34], [35]. In this chapter, three categories are discussed. Each cat-

egory falls in one of the Internet layers, namely: the application layer-QoS control,

TCP friendly-congestion control and network layer-QoS support. Figure 3.1, shows the

different layers which collectively provides a video streaming system.

Streaming Server  Receiver
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Video

Compressed 
Video

Video 
decoder 

Display 
Device

Application 
Layer 

Application 
Layer 

Transport 
Layer 

Transport 
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Data‐Link 
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Figure 3.1: Architecture for video streaming showing in a layered structure.
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For the case of pre-encoded video, the relation between the different layers is

illustrated as follows. Raw video data is compressed by the compression algorithms

(as described in the previous chapter) then saved in storage devices. Upon a client’s

request the compressed video data is retrieved and is handed to the application layer

which controls the format of the transmitted data. After this, the transport layer adjusts

the transmission rate of the packets. Finally, the network layer performs the routing

algorithms in which the packets are delivered to their destination.

3.2 Application Layer-QoS Control

The objective of the application layer-QoS control is to avoid network congestion and

provide the QoS requirements of video applications in the presence of packet loss. To

achieve the aforementioned objective, application layer-QoS control employs adaptive

techniques at the end systems which do not require any QoS support from the underly-

ing network. These techniques can be used either by the application layer of the video

source such as the source rate control and the rate-distortion optimization techniques or

by the application layer of the video receiver such as adaptive playback.

Source rate control is a technique to adapt the sending rate of video traffic based

on the estimated available bandwidth and QoS requirements of the application [36]-

[38]. This is done at the application layer of the video source in an attempt to avoid

network congestion by matching the transmission rate to the available network band-

width. Typically, source rate control relies on network feedback to enable the source to

adapt to bandwidth fluctuations. Moreover, source rate control requires a variable bit

rate video stream which might be a challenge for a pre-encoded video. However, this is

possible with the use of scalable video coding which provides a single encoded video

stream with different bit rates.

Source rate control can also be used in adaptation of the playback buffer occu-

pancy as the work presented in [39]. This work aims to maintain a continuous video

playback by monitoring the buffer occupancy of the receiver and adapting the trans-
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mission rate of the video source accordingly such that higher transmission rates are

required when the buffer occupancy is below a certain threshold.

Another variation of the above mechanism, is the use of rate-distortion opti-

mization framework in which the video source varies the transmission rate according

to the expected distortion at the receiver [40], [41]. This is performed by receiving

feedback signals indicating the distortion level of the reconstructed video.

Finally, an example of application layer-QoS control, which is done by the re-

ceiver is the adaptive video playback [42]. The objective of the adaptive playback is to

provide a continuous video playback by adapting the playback rate in accordance to the

occupancy of the playback buffer. This is done such that lower playback rate is used, if

the playback buffer occupancy falls below a certain threshold; this allows the buffer to

build up and helps avoid the buffer to underflow.

3.3 TCP Friendly-Congestion Control

The Internet provides data transportation services in two transport protocols including

reliable transmission protocol (TCP) and an unreliable transport protocol (UDP). TCP

protocol is not well-suited for video streaming applications because of several reasons.

First, the feature of reliability it offers is obtained at the expense of large round trip

delays. This is because the TCP protocol relies on automatic repeat request in which

the video receiver requests the video source to repeat (retransmit) a lost packet. Sec-

ond, the TCP employs sophisticated congestion control mechanisms which results in

fluctuations in the available bandwidth [37].

Congestion occurs when the total arrival rate to a router’s input ports exceeds

the departure rate of the router’s output ports. This will have severe effects on the

network performance including: high delays in packet delivery, packet loss which re-

sults in wasted resources and, in worst case, congestion collapse might occur in which

throughput drops to zero and end-to-end delay of packet delivery goes to infinity. This

becomes especially critical to end users running real time applications such as video

streaming applications. To prevent congestion, the TCP protocol employs congestion

36



control mechanisms, which complement the end-system protocols by avoiding and con-

trolling congestion as to limit packet drop and delay.

The TCP congestion control mechanism is performed by having each sender

control its transmission rate in response to the perceived network congestion. The

sender perceives that there is congestion on the path between itself and the destination

by receiving three duplicate ACKs from the receiver or by detecting a timeout event.

The sender controls its transmission rate by defining a variable known as the congestion

window. The congestion window sets a maximum bound on the amount of unacknowl-

edged data. By limiting the amount of unacknowledged data, the mechanism indirectly

limits the sending rate of the source.

The working mechanism of the TCP congestion control scheme is based on three

components: the additive-increase multiplicative-decrease (AIMD), slow start and reac-

tion to a loss or a timeout event. The AIMD algorithm increments the transmission rate

of the source by increasing the congestion window linearly by one maximum segment

size (MSS) after each round trip time (RTT). Whenever a loss of event is detected, the

multiplicative decrease approach cuts the window size to half its initial value (before

detecting the loss event). The TCP congestion control uses the AIMD algorithm in the

congestion avoidance phase.

The sender starts its transmission by the slow start phase in which the sender

exponentially increases its transmission rate. The TCP congestion control mechanism

sets a threshold value to determine the point at which the slow start phase ends and the

congestion avoidance state begins. The threshold value is initially set to a high value

allowing the transmission rate of the sender to increase exponentially. Once the con-

gestion window reaches the threshold value, the sender enters the congestion avoidance

state and the congestion window grows linearly. If a triple duplicate ACKs loss event

is detected, the threshold value and the congestion window are set to one half of the

last congestion window value (when the loss event is detected). Finally, if a timeout

event occurs the threshold value is set to one half the current congestion window and

the congestion window is set to 1 MSS.
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The above congestion control scheme is known as TCP Reno. It is noticed that

in the occurrence of a loss event the mechanism reacts differently than the occurrence

of a timeout event occur. The congestion window is reduced to 1 MSS when a time-

out event occurs, whereas the congestion window is set to half its value in the case of

detecting a loss event. An early version of TCP, known as TCP Tahoe, cuts the con-

gestion window to 1 MSS and enters the slow start phase when either type of losses

occurs. However, the newer version, which is TCP Reno, cancels the slow start phase

after a triple duplicate of ACKs event and enters the congestion avoidance phase. This

is because, although a packet is lost, the reception of three ACK packets shows that the

network is able to deliver at least some packets. The cancellation of the slow start phase

after receiving three ACKs is known as fast recovery [2].

The congestion control schemes have a fast response to network congestion;

however, they lead to large variations in the delivered transmission rate. These varia-

tions in the transmission rate will degrade the performance of video streaming appli-

cations significantly. This is because the delivered video will have a significant quality

variation over time which is undesirable for the viewer’s experience [43], [44]. Thus,

traditional congestion control mechanisms need to smooth out their transmission rate

variation to allow a smooth playback quality for the end user. Moreover, video appli-

cations usually have a minimum bandwidth requirement which is not considered by the

congestion control scheme. Thus, a TCP-friendly congestion control scheme is needed

to meet the quality smoothness requirement and the bandwidth requirement of video

applications. This should be achieved in a TCP friendly manner such that video appli-

cations share the bandwidth fairly with other TCP-flows.

Several efforts have been made to design a smooth TCP congestion control

mechanism [45]. The equation-based rate control has been proposed as a solution for

multimedia applications [34]. It has the desirable characteristic of achieving a smooth

rate variation. However, it has a slow response to network congestion. Another, work is

presented in [46], which proposes a linear increase and graded multiplicative decrease.
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This scheme provides an additional degree of freedom in which the smoothness and the

response time can be adjusted.

3.4 Network Layer-QoS Support

Currently, routers, switches and the routing protocols of the Internet are oblivious to

the content of the packets; hence, packets are treated equally in the network. Although

this design of the Internet has enabled it to reach its present size, it has impacted the

multimedia flows which have divers QoS requirements as a result of the employed com-

pression algorithms. Thus, there is a mismatch between the compression schemes and

the Internet mechanisms that do not prioritize packets. QoS requirements of the video

applications can be provided by the network layer in terms of the streaming schemes

employed and the design of the routers and switches.

Several studies proposed the use of path diversity for providing QoS require-

ments for multimedia applications over best effort networks. Streaming approaches

that consider the joint combination of path diversity and multiple description coding

(MDC) were proposed in [17], [32], [47]-[50]. As previously discussed, MDC encodes

the video into multiple independently coded streams. When path diversity is used, it is

highly recommended to route descriptions along disjoint paths so that the probability of

losing all the descriptions decreases.

Data partitioning and path diversity were combined in the scheme proposed

in [51] where the video information is divided into different partitions with different

contribution to the quality of the decoded video sequence. After packetization, the

scheme duplicates packets containing partitions with higher importance data to multi-

ple paths, while packets containing partitions with less importance are sent only once on

any of the paths. Path diversity can also be used in providing dynamic QoS routing for

different traffic classes as proposed in [52]. This can be done by coding the video into

a base and an enhancement layer. Since the base layer is more important than the en-

hancement layer, a path diversity scheme can be used to provide best QoS requirements

for the base layer.
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The priority and path diversity-based schemes differ from the above mentioned

work in several aspects. First, the proposed schemes exploit the differences in impor-

tance between video frames within a single layer video without the use of data parti-

tioning or multiple description coding [17], [32], [47]-[51]. Second, unlike previous

work, which focuses on the selection of multiple disjoint paths for transmitting video

packets, the proposed path diversity scheme selects a best path based on the importance

level of the transmitted video packet and the feedback congestion information from the

network. Third, instead of transmitting multiple copies of the same video packet to the

available paths [51], the proposed scheme selects a single best path for a transmitted

video packet, as will be discussed in the next chapter.
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Chapter 4: Performance Evaluation of the Priority and Path

Diversity Schemes

This chapter proposes a priority-based path diversity (PBPD) scheme for video

streaming over best effort networks. In the first section, the PBPD scheme is introduced

using a simple network topology in which multiple paths exist between a video source

and an end-user. This section also describes the priority queuing-based component and

the proposed streaming algorithm of the PBPD scheme. In the second section, the

PBPD scheme is generalized for more complicated network topologies.

After that, the performance of proposed PBPD scheme is investigated through

simulations in terms of network related metrics such as end-to-end delay and frame loss

rate. Two streaming approaches are also investigated for the sake of performance com-

parison with the proposed streaming approach. Namely, the performance of a best effort

streaming model as well as a priority queuing-based streaming approach are compared

with that of the proposed PBPD scheme.

4.1 Overview of the Proposed Scheme

The proposed PBPD scheme is designed to enhance the viewer’s experience by reducing

the delay and loss rates of important video packets that might happen if they are routed

to a congested path. This is done by jointly considering the importance level of a video

packet and the congestion level along the candidate paths when selecting a path to

transmit a video packet. This in turn requires the network to continuously share its

congestion information with the ingress router which is the router directly connected to

the video source.

The PBPD scheme is proposed in the network layer with minimal addition to

the underlying routing protocols in which a congestion state metric is added to the path

selection criteria. As discussed in Chapter 2, routers running protocols such as OSPF

continuously broadcast their link state information; hence, the PBPD scheme requires
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the routers to include a congestion state information along with the broad-casted link

state information to allow the selection of the minimum congested path. In addition, the

PBPD employs a priority queuing system in the input ports of the network routers which

maintains separate priority queues and serves video packets in a priority basis. Prior to

their transmission, video packets are assigned a priority level based on the type of frame

they contain, which will indicate the level of service to be provided by the network.

Packets containing I-frames are assigned the highest priority level. Packets containing

P-frames are assigned the second level of priority. Finally, packets containing B-frames

are assigned the lowest priority level.

Assigning priority levels to the video packets can be easily implemented in to-

day’s Internet by using a special field in the packet header to assign the priority level.

For example, the packet header format of the IPv4 reserves 8-bits field called the type of

service field [2]. This field is included to allow the different types of packets to be dis-

tinguished from each other in which the specific level of service provided to each type is

determined by the router’s administrator. Furthermore, the IPv6 reserves a 20-bits field

called the flow label [2]. The flow label field labels packets belonging to flows which

request special services (non-default services). A flow might be a video transmission or

it might be a traffic originating from a special user (i.e.: someone who is paying more).

Moreover, the IPv6 includes 8-bits traffic class field which is similar to the type of ser-

vice field in the IPv4 for which the service differentiation can be done within the same

flow. Although these fields are not widely used, having them in both the IPv4 and IPv6

indicates that the designers foresee the eventual need for service differentiation among

different type of packets in the network [2].

In what follow, we describe the priority-based component of the proposed PBPD

scheme and the path diversity transmission scheme.

4.1.1 Priority Queuing System. The priority-based component of the pro-

posed PBPD transmission scheme namely, the priority queuing system, maintains four

priority queues. The highest priority queue serves packets of the most important frame
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types (i.e.: I-frames). Similarly, the second priority queue serves packets of frame types

with the second importance level (i.e.: P-frames). The third priority queue serves pack-

ets belonging to the least important video frames (i.e.: B-frames). Finally, the fourth

queue is used by packets of best effort traffic. The queue dedicated for best effort traffic

is maintained to demonstrate the possibility of integrating the proposed model in a real

network that could be serving other types of traffic rather than video.

Occupancy 
Monitoring 

&
Scheduling

Server

P‐Packets

Best Effort‐Packets

B‐Packets

I‐Packets

Input 
Switch

Video Traffic

Figure 4.1: The priority queuing system employed in the PBPD scheme.

Figure 4.1 depicts a simple block diagram of the priority queuing system. Upon

their arrival, packets of I-, P- and B-frames will be directed to the I-queue, P-queue and

B-queue, respectively. The occupancy monitoring and scheduling unit continuously

monitors the occupancy of each queue. Based on the priority level along with the in-

stantaneous occupancy of the different queues, the scheduling unit decides which queue

to serve. The scheduling unit serves the I-queue as long as its occupancy is not zero.

When the I-queue is empty, the scheduling unit serves the P-queue if it is not empty.

The scheduling unit only serves the B-queue when both higher priority queues (i.e.,

I- and P-queues) are empty. Similarly, the best effort queue is served only when the

other three queues are empty. From the above discussion, it can be seen that the priority

queuing system falls under the Diffserv architecture which aims to enable service dif-

ferentiation within the Internet. However, in this work, the priority queuing system is
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proposed specifically for video applications by considering the difference in importance

between video frames.

4.1.2 PBPD Scheme for Simple Network Topology. Figure 4.2 shows a pos-

sible scenario in which the proposed PBPD scheme can be employed. The network

consists of multiple paths between a video source and an end user. Prior to their trans-

mission, video packets are given a priority tag depending on the frame type they contain

which will be used in queuing and forwarding video packets in the network. At each

involved router, the monitoring unit (see Figure 4.1) shares the queue length of each

of the employed priority queues with the ingress router. Thus, the ingress router has

a global overview of the status of the network allowing it to select the minimum con-

gested path when transmitting video packets. The ingress router will select the path

with the minimum cumulative occupancy of the I-queue buffers for packets belonging

to I-frames. Similarly, the ingress router will select the path with the minimum cumula-

tive occupancy of the I-queue and P-queue for the packets that belong to the P-frames.

For B-frames packets, the video source selects the path with the minimum cumulative

occupancy of all the queues but not the best effort queue.

It should be noted that although losses and queuing delays might occur at the

input ports and/or the output ports of routers, this work is mainly concerned with reduc-

ing losses that take place at the input ports of routers due to congestion. For this reason,

the problem is simplified by assuming that packets experience a relatively low delays at

the output ports compared to the input ports and zero losses occur at the output ports of

the network routers. However, the feedback information proposed in the PBPD scheme

(cumulative queue lengths) can be modified such that it accounts for the queue lengths

at both the input and output ports. In this case, multiple paths through a specific router

will incur different costs (cumulative queue lengths) depending on the output ports they

are assigned to take.
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Figure 4.2: System model.

4.1.3 PBPD Scheme for General Network Topology. Figure 4.3, shows a

more complicated network architecture in which the proposed PBPD scheme needs to

be employed. The proposed PBPD scheme can be extended to larger networks such that

packets are routed to the lowest congested path by means of routing in which routers

exchange congestion information and decides the minimum congested path for a trans-

mitted packet. In more details, routers are responsible for finding and updating the

lowest congested path in their forwarding tables without the interference of the video

source. As the video source transmits video packets to the network with a specific des-

tination address, routers direct video packets to their destination through the minimum

congested path using the generalized PBPD scheme.

The generalized PBPD scheme requires routers to monitor the average queue

lengths of their priority queues and to broadcast routers’ state information whenever a
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change in routers’ state is detected. The routers are said to have one of three different

states according to their average queue lengths. As shown in Figure 4.4, three conges-

tion states are defined, namely: normal state, congestion avoidance state and congested

state. The average queue length is calculated using the moving average equation [10],

q̄(t) = q̄(t−∆)+q(t)
2

, where q̄(t) is the average queue length at time t, q(t) is the queue

length at time t, and q̄(t −∆) is the average queue length at time t −∆. The value of

∆ depends on the arrival and departure events of the queue such that the average queue

length is calculated after an arrival or departure events. Based on the average queue

lengths, a router is said to be in a normal state if its average queue length is below a

minimum threshold Qmin. A router is in a congestion avoidance state if its average

queue length is between the minimum threshold Qmin and a maximum threshold Qmax.

Finally, a router is in a congested state if its average queue length is above Qmax. The

queue threshold values are defined to be fractions of the buffer capacity. Without loss

of generality, the threshold values used in this work are as follows, Qmin is set to 50%

of the total buffer capacity and Qmax equals to 80% of the total buffer capacity.

The PBPD scheme defines the best path to be the path with minimum congestion

and with minimum number of hops. This is true, with the assumption that all network

links are of the same speed (bytes/sec); hence, the available paths between the video

source and the end-user differ by the routers’ states and the number of communication

links along the path. Although we have simplified the routing problem by having the

network links to be of the same speed, the algorithm can be generalized to networks
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Figure 4.4: Congestion states of a priority queue.

with different links’ speeds by an optimization framework for the path selection that

considers the propagation delay and the queuing and serving delays of the routers along

the path.

The selection of the best path in the proposed PBPD scheme is performed in the

following steps. First, routers find the paths with the least hop count (or communication

links) to each destination. This is possible because routers are assumed to have a full

knowledge of the network topology (link state routing algorithm). Second, routers will

save the multiple least hop count paths to a specific destination. Third, by receiving

congestion state information, routers will select the best path for each network desti-

nation to be the minimum congested path from the saved least hop count paths. One

point to mention is if a router along the selected best path has its state changed during

the transmission of the video packet, the video packet will still propagate along the best

selected path. However, these changes in the routers’ states will be broadcasted to other

routers in the network which will then update their forwarding tables accordingly.

The algorithm can be further explained by referring to the network in Fig-

ure 4.3 in which a video source transmits video packets through the network to the

end-user. The video source transmits video packets to the ingress router (directly con-

nected router). Initially, the ingress router will save the least hop count paths which are

the paths with two hops. In other words, the least number of routers that packets might

pass through from the ingress router to the egress router are two routers. Thus, the
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ingress router will save a total of five paths which are two paths through router 1, two

paths through router 2 and one path through router 3. Based on the updated congestion

state information of the routers included in the least hop count paths (routers (1-5)), the

ingress router will select the best path (minimum congested path) for each transmitted

video packet.

As in the simplified PBPD scheme the selection of the best path is done by

jointly considering the priority level of the transmitted video packet and the congestion

level among the paths. Each router will broadcast four congestion state information

which are the average queue lengths of its employed queuing system. In more details,

each router consists of four priority queues each serving packets with specific priority

level. Hence, a router’s state includes four different congestion states depending on the

average queue length of the I-queue, P-queue, B-queue and best effort-queue. When a

packet with the highest priority level (containing I-frame) is to be transmitted, the router

selects the path with the minimum cumulative congestion state of the I-queue. In the

same manner, if a packet with the second priority level is to be transmitted, the router

selects the path with the minimum cumulative congestion state of the I-queue and the

P-queue. Finally, when a video packet containing a B-frame is to be transmitted, the

path with the minimum cumulative I-queue, P-queue and B-queue is selected. Based

on the above discussion, it should be noted that different types of video packets (video

packets with different priorities) might be transmitted along different best paths.

The implementation of the proposed schemes in today’s Internet requires mod-

ifying the queuing system of the existing routers such that they consist of four priority

queues. Moreover, the existing routing algorithms can be modified such that it con-

sider the congestion in selecting the best path. For example, the open shortest path first

(OSPF) algorithm used in todays Internet to find the minimum hop count can be ad-

justed such that it finds the lowest queue lengths. This will require adding a congestion

information in the broadcasted link state packets.
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4.2 Simulation Results

In this section, the performance of the proposed PBPD streaming scheme is evaluated

in a simulated multi-path scenario where an encoded video is transmitted using the

proposed scheme. For the purpose of performance comparison, three models are in-

vestigated namely: a best effort-based model, a priority-based queuing model and the

proposed path diversity-based model. While the best effort-based model reflects the per-

formance of today’s Internet, the priority-based queuing model and the path diversity-

based model investigate the different components of the proposed PBPD scheme. In

particular, the priority-queuing based model is used to study the performance of the

priority-queuing system component of the proposed PBPD scheme; the path diversity-

based model complements the priority-based queuing model by adding the proposed

path diversity streaming scheme.

The three models differ in the employed queuing and streaming approaches. The

best effort-based model employs the queuing and forwarding functionalities of today’s

Internet. In more details, video packets are treated equally in the network regardless

of the type of video frame they contain. Moreover, routers in the best effort-based

model maintain a First-In First-out (FIFO) queue which is served by a fixed service

rate reflecting the speed of the outgoing link at the output of the routers. Therefore, an

arbitrary packet will experience a queuing delay that depends on the number of packets

ahead of it in the FIFO queue and a service delay that depends on its size. Unlike the

best effort-based model, routers involved in the priority-based queuing model maintain

the priority queuing system which consists of four different queues served according to

their priority as previously discussed. Finally, the path diversity-based model presents

the proposed PBPD streaming approach in which routers employ the priority queuing

system and they guarantee that video packets belonging to more important frames will

be always routed to the least congested paths.

To mimic real-life transmission scenarios with variable levels of congestion,

traffic video sources are introduced in the network. These video sources generate video
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traffic with Gamma distributed frame sizes [53], [54], which is the distribution generally

used to model the sizes of video frames. The generation rate of the video sources

follows a Poisson random process. The level of congestion in the network is controlled

by varying the generation rate of these sources. This is done by varying the inter-

generation time of the video traffic using E[Tg] = 1/(feCL) for CL ∈ [CLmin, CLmax],

where CL denotes the congestion level, fe denotes the nominal encoding rate of the

video source and Tg denotes the generation period of video traffic. In what follows,

the video source generates frames at a constant rate of fe = 30 frames/sec and the

congestion level is an integer chosen in the interval [0, 6]. A value of CL = 0 indicates

that there is no traffic in the network other than that generated by the primary video

source. When CL = 1, the inter-generation time of video traffic sources in the network

is exponential with a mean that is equal to 1/fe sec while CL = 2 corresponds to

exponential inter-generation time of 1/2fe sec and so on.

Beside the traffic video sources, a primary video source is used to transmit the

tested video sequence to the end user. It is important to note that, in studying the perfor-

mance of the different streaming models, video packets generated by the primary video

source and that generated by traffic video sources are treated similarly and according to

the employed streaming model.

In what follows, the performance of the PBPD scheme is studied in terms of

network related metrics such as the end-to-end delay and the frame loss rates. The re-

sults are obtained for the simple PBPD scheme and for the generalized scheme in which

each is compared to a best effort-based model and a priority-based queuing model.

4.2.1 End-to-End Delay. Video applications are highly time sensitive due to

the tight delivery deadlines associated with video frames. More specifically, for a video

frame to be useful at the receiver, it must arrive not only before its play-out instant

but also before a decoding deadline. This can be thoroughly explained by considering

the application level functionalities of a video streaming process. Figure 4.5, shows a

time line of the transmitted and received video frames in which ft is the transmission
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frame rate that varies based on the frame sizes and the available bandwidth and fd is the

display frame rate controlled by the application layer of the video receiver.
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Figure 4.5: Time line diagram of a video streaming process.

The first point to consider is that the encoder outputs the video stream in the

so-called encoding or transmission order which results from the interdependencies in-

troduced by the compression algorithm. The encoding order can be illustrated through

the following example. Suppose the first frame in the raw video stream is intra-frame

coded (independently coded) into an I-frame. As part of the encoding process, the en-

coder locally decodes the I-frame and stores it in a local buffer after which it is used

as a reference frame to encode other frames in the GoP. The encoder locally decodes

reference frames so that the same reverse operation is performed at the receiver side.

More specifically, the receiver will receive an encoded version of the I-frame; hence, it

will decode the dependent frames with reference to the decoded I-frame. Noting that

video compression standards are lossy compression schemes in which a certain error

51



(noise) is introduced, resulting in the decoded I-frame being different than the original

I-frame (first frame). Still however, the correct decoding process is preserved by having

the encoder locally decoding the reference frames, buffering them, and using them to

encode dependent frames.

In the same manner, the fifth frame in the raw video stream is then encoded with

reference to the decoded I-frame; thus, it is a predictive coded frame (P-frame). The

P-frame is also decoded and buffered locally in the encoder. Lastly, the second, third

and fourth frames in the raw video stream are encoded with reference to bi-directional

video frames which are the decoded I-frame (forward reference) and P-frame (backward

reference).

To successfully decode dependent frames, reference frames should be delivered

and decoded before the decoding instants of their dependent frames. Moreover, if a ref-

erence frame has failed to arrive before the decoding deadline of its dependent frames, it

still needs to be delivered before its own decoding deadline so that it can be displayed at

the correct displaying instant. This can be better explained by referring to the time line

presented in figure 4.5 which shows the maximum allowable time that frame number 5

(P-frame) can take from its transmission instant to its display instant. In this example,

P-frames and I-frames (other than the first I-frame in the video stream) are transmitted

in advance proceeding 3-frames (B-frames) from their display order. Once a reference

frame -for example frame number five (P-frame)- is received, the decoder will decode

it and buffer it in its local buffer to be used for decoding dependent frames, which are

frames number two, three, four (B-frames). After that, at the display instant of frame

number five, the receiver will display the decoded P-frame. However, a copy of it is still

needed for decoding frames number six, seven, eight (B-frames) and nine (P-frame). If

the P-frame is received after the decoding deadline of its dependent frames, the receiver

will use error concealment schemes to decode dependent frames which will result in

the degradation in the quality of the reconstructed video.
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Finally, the transmission order of B-frames delays their transmission by one

frame (reference frame) from their display order. However, they should arrive before

their decoding deadline so that they are not discarded at the receiver.

From the above discussion, two main points can be concluded. First, unlike non-

real time traffic, video packets have stringent time delivery deadlines after which video

packets are not useful to the receiver. Second, in the same video stream, reference video

frames (I-and P-frames) have more important deadlines as their unsuccessful arrival

will result in not only missing the display instant of the reference frames themselves

but also of the incorrect decoding of dependent frames which will degrade the quality

of the reconstructed video.

In this section, the three schemes are compared in terms of the end-to-end delay,

which is defined to be the time taken by a video packet from its transmission instant until

it reaches the destination including the total propagation delay in the network and the

queuing and serving delays in the intermediate routers. The propagation delay depends

on the speed of the network links which are set to be the same in all simulated models.

On the other hand, the queuing and serving delays vary in the three simulated models

based on the employed queuing system and transmission scheme. As mentioned earlier,

the best effort-based model employs a simple first-in-first-out (FIFO) queue; thus, the

queuing delay of an arbitrary packet depends on the number of packets ahead of it in

the queue and the service delay depends on the packet’s size. Unlike the best effort-

based model, the path diversity-based model and the priority-based queuing model use

a priority queuing system in their routers which serves arriving packets based on their

priority. Serving packets in the network in a priority basis by the use of the priority

queuing system and the PBPD transmission scheme is expected to reduce the end-to-

end delays experienced by reference frames (I- and P- frames).

End-to-End Delay: Results

In this section, the performance of the PBPD scheme is investigated in terms of the

average end-to-end delay when employed in the network topology of Figure 4.2 and the
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network topology of Figure 4.3. The average end-to-end delay is obtained for packets

with different priorities (containing different frame types) when transmitted over the

three simulated models.
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Figure 4.6: Average end-to-end delay of I-frames (the simple network topology).

Figure 4.6 shows the average end-to-end delay of I-frames versus CL when

transmitted over the simple network topology. At smallCL values, I-frames experienced

almost the same end-to-end delay for the three models. Intuitively, this is explained by

the low congestion levels over the network. As CL increases, I-frames experience the

worst end-to-end delay for the best effort-based model which is typically not acceptable

by streaming applications. The figure shows that the path diversity-based scheme out-

performs the priority-based queuing model for all congestion levels. It also illustrates

that a better performance in terms of the end-to-end delay is achieved as the number of

available paths is increased.

A similar end-to-end delay performance is achieved for I-frames transmitted

over the general network topology which is shown in Figure 4.7. The best performance
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Figure 4.7: Average end-to-end delay of I-frames (the general network topology).

is achieved in the path diversity-based model which is slightly better than the priority-

based queuing model but with noticeable enhancement compared to the best effort-

based model.

Figures 4.8 and 4.9 depict the average end-to-end delays of P-frames versus

CL for the simple network topology and the general network topology, respectively.

The average end-to-end delay of P-frames shows almost similar results to the case of

I-frames where the path diversity-based model outperforms the best effort-based model

and the priority-based model. These results confirm the initial assumption that by con-

sidering the priority level of video packets, reference frames (more important frames)

experienced lower end-to-end delays compared to best effort networks where packets

are treated regardless of their QoS requirements. Moreover, the results indicate that the

PBPD scheme outperforms the priority-based queuing model and the best effort-based

in both network topologies.
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Figure 4.8: Average end-to-end delay of P-frames (the simple network topology).
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Figure 4.9: Average end-to-end delay of P-frames (the general network topology).
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Figure 4.10: Average end-to-end delay of B-frames (the simple network topology).
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Figure 4.11: Average end-to-end delay of B-frames (the general network topology).
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Figures 4.10 and 4.11, show the average end-to-end delay of B-frames versus

CL for the two network topologies. Unlike P- and I-frames, B-frames experienced the

lowest end-to-end delay for the best effort-based model. This is explained by the fact

that B-frames in the best effort-based model are treated in the same manner as P- and

I-frames on a first-come first-serve basis and hence they experience smaller queuing

delays.

As CL increases, the differences in the average end-to-end delay B-frames ex-

perience using the best effort-based model becomes more visible in comparison to the

other two streaming models. This is expected since as the congestion level increases

the priority-based and the path diversity-based models take into considerations the im-

portance of transmitted frames which is not the case in the best effort-based model.

The average end-to-end delay figures of the B-frames also assert that by employing the

priority queuing system and the PBPD scheme in the path diversity-based model, the

performance is improved in comparison to the use of only the priority queuing system

in the priority-based queuing model. They also indicate that the average end-to-end

delay reduces as the number of available paths increases.

Figure 4.12, shows the histogram of the achieved end-to-end delay for the three

models for the worst congestion level considered in the simulations (i.e CL = 6). It

is once again clear from the figure that the best effort-based model is the worst in the

achieved end-to-end delay. This can be derived from the relatively high number of

I- and P-frames experiencing average delays higher than 0.16 seconds which results

in incorrect decoding of all dependent frames which in turns causes error propagation

and possible severe interruptions in the playback process. In studying the proposed

schemes, no deadline was set for video frames. However, in real scenarios, video appli-

cations require the delivery of video frames before a certain deadline.

Figures 4.12-(b), 4.12-(c) and 4.12-(d) indicate that when the importance of

frames are taken into account, the achieved average end-to-end delay improves when

compared to the case of the best effort-based model. Figures 4.12-(c) and 4.12-(d) also

indicate that when congestion along the path is taken into consideration jointly with the
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Figure 4.12: Histogram of the average end-to-end delay: (a) Best effort-based model,
(b) Priority-based queuing model, (c) Path diversity-based model (3 paths), (d) Path
diversity-based model (4 paths).

importance of frames, the average end-to-end delay further improves. It is also clear

from Figure 4.12 that as the number of available paths increases, important frames (I, P)

experience lower delays. Similarly, B-frames in the best effort-based model experience

the lowest end to-end delay when compared to the other two streaming models. Again,

this is because B-frames in the best effort-based model are treated in the same manner as

P- and I-frames on a first-come first-serve basis and hence experience smaller queuing

delays.

4.2.2 Frame Loss Rate. As the primary video source transmits video pack-

ets to the end-user, a number of video packets will be lost in the network because of

congestion at the intermediate routers. More specifically, each router in the network
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has a finite capacity; hence, if the arrival rate to a specific router’s input port exceeds

the departure rate at some time intervals, packets will accumulate in the router’s queue

causing any additional arriving packet to be dropped.

In this section, the performance of the three simulated models is compared in

terms of the frame loss rate for the different types of video frames (I-frame, P-frame

and B-frame). While the first part studies the performance of the proposed PBPD

scheme implemented in the network of Figure 4.2, the second part studies the gener-

alized PBPD scheme implemented in the network of Figure 4.3. Moreover, the results

are obtained for two GoP lengths to study the effect of the GoP length, if any, on the

frame loss rates achieved by the streaming approaches. Namely, GoP length 16 and

GoP length 32 are studied in which the structure of the two GoPs has the following

sequence I0B1B2B3P4B5B6B7P8B9B10B11P12....

Furthermore, to have a more accurate representation of the frame loss rate re-

sults, the confidence interval is found for the frame loss rates for the different models.

The confidence interval is a way to represent the information by an average value and

an assessment of the error that might be considered when estimating the real average

value. The confidence interval provides a more meaningful representation because it

tells how close the estimated average value from the real value. It is calculated using

the following formula:

x− zα/2 ·
σ√
n
< µ < x+ zα/2 ·

σ√
n
, (4.1)

where x is the estimated average value that follows a normal distribution with mean µ

and standard deviation σ√
n

, n is the number of runs, 1 − α is called the degree of con-

fidence and zα/2 is the value in the standard normal distribution with probability α/2.

This equation requires the sample space (n) over which the sample mean is calculated

to be large enough that is at least 30 so that the sample mean is normally distributed. If

the sample space is less than 30, the sample mean is modeled by a t-distribution and the
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following equation should be used:

x− tα/2 ·
σ√
n
< µ < x+ tα/2 ·

σ√
n
. (4.2)

Using any of the confidence interval equations, it can be said that the real aver-

age value falls in the confidence interval with a probability of (1 − α)%. Commonly,

the values used for α are 0.95 and 0.99 in which a 95% and a 99% confidence intervals

are obtained.

In this work, the number of repeated simulation runs represents the sample space

(n) in which the frame loss rate is found for each run. The average frame loss rate of

these runs is the sample mean (x ). The simulation is repeated until the confidence

intervals are narrow. This happened when the simulation is repeated 20 times (n=20),

where 300 frames are transmitted at each simulation run. Thus, Equation 4.2 is used to

calculate the confidence intervals.

Simple Network Topology

In this section, the simple PBPD scheme is studied in comparison to the priority-based

queuing model and the best effort model in terms of the achieved frame loss rate for the

highest CL value considered in this simulation.

Table 4.1: Frame loss rate of GoP 16 for the simple network topology.

Frame Type Best Effort Priority Queuing Path Diversity

I-frames 0.35% 0.05% 0%

P-frames 1.5% 0.1% 0.02%

B-frames 6.2% 8.8% 6.5%
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Table 4.2: Frame loss rate of GoP 32 for the simple network topology.

Frame Type Best Effort Priority Queuing Path Diversity

I-frames 0.2% 0% 0%

P-frames 1.7% 0.2% 0.02%

B-frames 6.1% 8.7% 6.5%

Tables 4.3 and 4.4, indicate the frame loss rates for the different frame types of

GoP length 16 and GoP length 32, respectively. The tables clearly show that for the

I-frames and P-frames, the frame loss rates have significantly improved for the priority-

based queuing model and the path diversity-based model. These improvements in the

frame loss rates of I- and P-frames are expected to provide a better video quality at the

end-user as will be demonstrated in the next chapter.

Unlike I-frames and P-frames, B-frames have the lowest frame loss rate when

transmitted using the best effort-based model. This is explained by noting that B-frames

are given the lowest priority level in both the priority-based queuing model and the

path diversity-based model. Thus, in terms of queuing and routing, B-frames in the

priority-based queuing model and the path diversity-based model are served with the

least importance where better services are provided to reference frames (I-frames and

P-frames). This has resulted in lower frame loss rate for B-frames when served in a

fairly manner which is the case in the best effort-based model.

Another point to notice is although the path diversity-based model assigns the

lowest priority level to B-frames, the frame loss rate of B-frames is lower in the path

diversity-based model than that of the priority-based queuing model. This is because,

unlike the priority-based queuing model, the path diversity-based model uses the PBPD

scheme in which B-frames are routed to the least congested path. In more details, in

the priority-based queuing model, B-frames are transmitted without considering the

congestion along the different paths. On the other hand, the path diversity-based model

selects the minimum congested path for a transmitted B-frame; thus, lower frame loss

rates are achieved in the path diversity-based model.
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Another point to study is the comparison between the I-, P- and B-frame loss

rates in each simulated model. It is noticed that I-frames had the lowest frame loss

rates compared to the frame loss rates of the P- and B-frames in each model. Moreover,

P-frames had a lower frame loss rates compared to B-frames in each simulated model.

In particular, this might be mistakenly contradicted with the fact that packets are treated

equally in best effort networks. Nevertheless, this is due to the lower number of trans-

mitted I-frames compared to the number of P-frames which is in turn lower than the

number of B-frames. For example, in the GoP of length 16 frames, in every 16 frames

there is only one I-frame, whereas 3 frames are P-frames and 12 frames are B-frames.

Thus, lower fraction of the total number of transmitted video packets will be lost from

the transmitted I-frames. This is true for the best effort-based model in which packets

are equally probable to be lost in the network. On the other hand, the priority and path

diversity-based models are designed to reduce the losses in reference frames; thus, the

frame loss rate of reference frames have been reduced.

Finally, the last point to consider is the difference in performance between the

simulated models when a video is encoded with different GoP sizes. The tables indicate

that the frame loss rates of I-frames and B-frames in the best effort-based model and

the priority-based queuing model of GoP 32 are lower than the corresponding results

of GoP 16. On the other hand, P-frames have larger frame loss rates in GoP 32 than

that of GoP 16. This can be explained by highlighting the differences between the two

GoPs. For the same video structure, when the video is encoded in different GoP lengths

the number of I-frames and P-frames presented in each GoP length will be different.

This can be better explained in Figure 4.13 which shows the frame types contained

in a 33 frames of the two GoP lengths. As shown in the figure, lower number of I-

frames are presented in GoP32 which will result in a lower frame loss rate of I-frames.

Conversely, larger number of P-frames are presented in GoP 32 which will result in

a larger frame loss rate of P-frames. Another way to explain this difference in the

priority-based queuing model is that when the number of I-frames is reduced in the

video stream of GoP 32, the arrival rate to the I-queue has been reduced as well which
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will in turn reduce the losses in the I-frames. However, when the number of P-frames

has increased in GoP 32, the arrival rate to the P-queue has increased which will result

in more dropping of P-frames.

GoP of length 32

I B P P P P PPBB B BB BBB B BB B BB BBB BBB BBBP IB P P P PPB B B BBB B BB B BB BBB BBB BBBP I

I PB BI B P P I P PPBB B BB BBB B BB B BB BBB BBB BBBP I

GoP of length 16

Figure 4.13: GoPs of length 16 and 32.

Another difference between video sequences with GoPs of sizes 16 and 32 is that

the lower number of I-frames presented in GoP 32 will lower the average frame sizes of

the video stream. The average frame sizes of the tested video sequence considered in

this simulation is larger by 7.5% when encoded with GoP of length 16 than that encoded

with GoP of length 32. This is true because I-frames are intra-frame coded (coded as

a still-image) so they are of larger sizes compared to the P- and B-frames. Hence, if

the number of I-frames when compressing a video stream is reduced (by increasing the

length of the GoP), the average frame sizes will be reduced as well. In what follows,

the queuing and serving delays of routers are discussed to study the effect of reducing

the average frame sizes on the transmission process.

A router in the network can be modeled as a queuing system and a server. While

the queuing system holds arriving packets until they are being served, the server rep-

resents the delay associated with forwarding the packets from the input ports to the

appropriate output ports in which the service delay depends on the packets size. More
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specifically, the service delay of a specific packet is: TS = L
S

, where L is the packet size

and S is the speed of the server which is set to a specific fixed value for each router.

Therefore, the effect of reducing the average frame sizes on the network performance

will be increasing the average departure rate. This can conclude the following: having

the arrival rate and the service speed of a router to be the same (for both GoP lengths),

increasing the departure rate will lower the dropping in the system. This can be seen

from the lower frame loss rate of B-frames and the lower overall losses percentage in

GoP 32 compared to that of GoP 16. These differences are more significant in the

general network topology as will be seen in the next section.

Finally, the path diversity-based model had the same frame loss rate for the two

GoP lengths. This can be explained by noting that the arrival rate of the video stream to

the router’s input port in the path diversity-based model will vary based on the relative

congestion state of the router to the other routers in the network. More specifically,

the path diversity-based model employs the PBPD scheme in which video packets are

transmitted to different paths in response to network congestion. Hence, the arrival rate

to a specific router is not necessarily the same for the two GoP lengths. This was not

the case in the best effort-based model and the priority-based queuing model in which

video packets are transmitted through a single lowest cost path; thus, the arrival rate to

the router on the selected best path will be the same for the two GoPs.

In addition to frame loss rates, Figure 4.14 plots the confidence intervals for the

two GoP lengths. Moreover, the figure shows two intervals for each frame loss rates.

Intuitively, when the degree of certainty increases, the confidence interval becomes

wider; thus, it tells less about the estimated variable. As indicated in the frame loss

rates, the figure shows a noticeable reduction in the average frame loss rate of the I-

frames and P-frames when transmitted over the priority-based queuing model and the

path diversity-based model. The priority-based queuing model outperforms the best

effort-based model and achieves lower loss rates for the P- and I-frames. The reduction

further increases in the path diversity-based model in which the two confidence limits

of the loss rate of I-frames falls into zero. This indicates that there is a 99% chance for
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the average frame loss rate of I-frames transmitted using the path diversity-based model

to be zero at the highest CL value considered in this study. In contrast, one can notice

that the frame loss rate of B-frames has increased in the priority-based queuing model

compared to the best effort-based model. As discussed previously, this is because of

the low priority level assigned to the B-frames in the priority-based queuing and the

path diversity-based models which resulted in lower frame loss rates of B-frames when

served in fairly manner as in the best effort-based model.

Generalized PBPD Scheme

In this section, the frame loss rate results are obtained for the network topology of

Figure 4.3 in which the PBPD scheme is employed in a general network topology.

The results show a similar behavior to the results obtained for the PBPD scheme

in the simple network topology. Again, the frame loss rates of reference frames have

significantly improved in the path diversity-based model and the priority-based queuing

model. This indicates the effectiveness of using the PBPD scheme in general network

topologies in reducing the frame loss rates of reference frames. Moreover, B-frames

had the lowest frame loss rates in the best effort-based model. The results are further

confirmed in the confidence intervals shown in Figure 4.15.

Table 4.3: Frame loss rate of GoP 16 for the general network topology.

Frame Type Best Effort Priority Queuing Path Diversity

I-frames 1.4% 0.07% 0%

P-frames 1.6% 0.39% 0.1%

B-frames 9.3% 10.1% 8.8%
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Table 4.4: Frame loss rate of GoP 32 for the general network topology.

Frame Type Best Effort Priority Queuing Path Diversity

I-frames 0.4% 0.05% 0%

P-frames 2.1% 0.4% 0.1%

B-frames 8.4% 9.5% 8.8%

However, one difference is found in the relative frame loss rates of the priority-

based queuing model when a video stream of GoP 16 is transmitted compared to that of

GoP 32. In the simple network topology, it was found that in the priority-based queuing

model the frame loss rate of I-frames have decreased in GoP 32 and the frame loss rate

of P-frames have increased compared to the corresponding results in GoP 16. This dif-

ference in performance of the priority-based queuing model of the two GoP lengths has

effectively been reduced in the general network topology. This can be explained by not-

ing that, while the best path in the simple network topology consists of a single router,

the best path (minimum number of hops) in the general network topology consists of

two routers. Although the arrival rate of I-frames will decrease and the arrival rate of

P-frames will increase in the first router of the general network topology when using

GoP 32, this might not be the case for the second router in the network. More specif-

ically, the relative departure rates of the I-frames and P-frames from the first router in

the path when using GoP 16 and GoP 32 cannot be easily predicted due to the random

characteristics of the traffic.
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Figure 4.14: Confidence intervals for the frame loss rates of the simple network topol-
ogy.
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Chapter 5: Quality Assessment of the Reconstructed Video

using the Proposed Approach

In this chapter, the performance of the priority based path diversity (PBPD)

scheme is evaluated in terms of the achieved video quality. For this purpose, two per-

formance metrics are studied namely, the peak-signal-to-noise ratio (PSNR) to measure

the spatial video quality and the buffer occupancy to study the continuity of the recon-

structed video. The performance of the PBPD scheme is studied in comparison to the

priority-based queuing model and the best effort-based model. Moreover, an overview

of the streaming process is presented at the start of the chapter to help demonstrate the

indications of the used metrics.

5.1 Video Streaming System

In what follows we briefly discuss the video streaming process and the actions taken by

the receiver on the occasions of lost/delayed video frames to be able to understand the

indications of the obtained results.

Raw Video Data Encoder

B6 B5P4 B3 B2 I1P7 P7B6 B5 B3 B2
P4 I1

Transmitter 
Buffer

Best Effort Network

Display Order 
Encoding (Transmission) Order

Monitor the Playback 
Buffer Occupancy

Decoder

Video Display  
fd fr

Video Frames
Buffer Occupancy

Playback Buffer
Random Delays1/fd

Figure 5.1: Block diagram of a video streaming system.

Figure 5.1 shows the basic building blocks of a video streaming system. The

video encoder converts the high data rates of the raw video to lower data rates that are
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more suitable for transmission. The encoded video stream is then divided into one or

more packets depending on the size of the video frame and the underlying network.

Video packets are stored in the transmitter buffer after which they will be transmitted at

a transmission rate that depends on the underlying network conditions. When transmit-

ted over the Internet, video packets experience varying end-to-end delays and packet

loss rates which depend on the network congestion.

These losses and delays will affect the temporal and spatial quality of the recon-

structed video. Typically, the PSNR metric is used to measure the spatial video quality.

It is calculated using:

PSNR = 10 log10

(
1

XY

X−1∑
i=0

Y−1∑
j=0

2552

|f(i, j)− g(i, j)|2

)
, (5.1)

where f(i, j) is the (i,j)th pixel value in the original video frame, g(i, j) is the (i,j)th

pixel value in the reconstructed video frame, 255 is the largest possible pixel value

(peak) when the number of bits per pixel is 8, and X and Y are the horizontal and vertical

dimensions of the video frame. On the other hand, the continuity can be examined by

monitoring the playback buffer occupancy. In what follows the role of the playback

buffer occupancy is studied to demonstrate how it can be used to reflect the smoothness

of the displayed video.

In video on demand (VoD), at the start of the streaming process, the playback

is delayed for a certain period (buffering delay) to allow for buffering sufficient video

frames before displaying the video. This buffering delay can be for a fixed period of

time (eg. 10 seconds) or a fixed number of decodable frames arrive (eg. one GoP).

When the buffering delay ends, video frames will be displayed sequentially (in their

display order) at a displaying rate in frames per second which is controlled by the ap-

plication.

Although the displaying rate is set to a specific value by the application, it actu-

ally depends on the rate of successfully decoded frames. This can be demonstrated as

follows, video frames are displayed for 1/fd sec at specific time instants depending on
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their displaying order. For example, if a 1 min video is to be played at 30 frames/sec,

a total of 1800 frames are displayed each for 1/30 sec of the full 1 min video so that a

continuous motion is perceived by the viewer. On the occasions of frame loss, the re-

ceiver action depends on the employed error concealment mechanism. For example, it

could pause the last displayed video frame or it might display the last received reference

frame, at the displaying instant of the lost frame. Nevertheless, lost frames will result in

discontinuity in the playback of the video. The situation will be even worse in the case

of having consecutive number of frames experiencing long delays or losses; this will

cause the buffer to under flow and probably starve. This will in turn lead to a disturbed

video playback. From the above discussion, it can be seen that a key point to study the

smoothness of the displayed video is by monitoring the playback buffer occupancy.

5.2 Simulation Results

In the previous chapter, it was shown that the proposed PBPD scheme outperforms

the priority-based queuing model and the best effort-based model in terms of network

related metrics such as the end-to-end delay and the frame loss rate. This section, how-

ever, evaluates the performance of the proposed PBPD scheme in terms of the improve-

ment achieved in the streaming process from an end user’s perspective. Specifically,

the performance of the three simulated models, namely: path diversity-based model,

priority-based queuing model and best effort-based model, are compared in terms of

the PSNR and the buffer occupancy to assess the playback process for the three cases.

For this purpose, the H.264/AVC Joint Model reference software [55] [56] is used to

encode four video sequences: crew, mobile, foreman and walk. At the decoder, a copy

of the last arrived reference frame is used for error concealment whenever a frame is

lost in the network. In more details, if a video frame is lost in the network a copy of the

last received reference frame is displayed in the displaying instant of the lost frame.

In this simulation, two GoP sizes (M = 4, N = 16 and M = 4, N = 32)

are considered to study the impact of the GoP size, if any, on the streaming process.

The GoP structure used for the two GoP sizes is I0B1B2B3P4B5B6B7P8B9B10B11,
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where the total number of frames in the GoP is N and (M − 1) B-frames are presented

between two reference frames. Each of the four video sequences used in this simulation

is encoded in two versions: the first one is with GoP structure (M = 4, N = 16) and

the second one with GoP structure (M = 4, N = 32).

5.2.1 PSNR Results. The primary video source transmits the tested video se-

quences through the lossy network to the end user. Whenever a frame is lost in the

network, the error concealment used replaces the lost frame with the last arrived refer-

ence frame. Consequently, if the lost frame is a reference frame (I-frame or P-frame),

all dependent frames in the GoP will be decoded with reference to the last arrived ref-

erence frame. The PSNR is obtained for the video sequences when transmitted through

the three simulated models.

Figures 5.2 and 5.3 show the PSNR of the four video sequences for the GoP

of size 16. An important point to highlight when comparing the average PSNR values

obtained by the three models is that the drops in the PSNR values of the path diversity-

based model are located in single dips. In other words, a drop in the PSNR value of

the path diversity-based model occurs in one frame at a time. However, the drop in

the PSNR values of the best-effort-based model and the priority-based queuing model

occur in one frame at a time and in consecutive number of frames. The same can be

noticed in the PSNR values of sequences with GoP of size 32 shown in Figures 5.4

and 5.5.

This is explained by noting that the drop in the PSNR value occurs for one frame

at a time only if a B-frame is lost. In this case, the error concealment used will replace

the lost frame by the last received reference frame causing a drop in the PSNR value of

the lost frame. However, when an I-frame or a P-frame is lost, dependent frames will

be decoded with reference to the last arrived reference frame causing error propagation

in the GoP. This will not only result in a drop in the PSNR value of the lost reference

frame but also of all consecutive dependent frames.
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(b) Crew Sequence

Figure 5.2: PSNR of the foreman and crew video sequences for a GoP structure M = 4

and N = 16.
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(a) Mobile Sequence
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(b) Walk Sequence

Figure 5.3: PSNR of the mobile and walk video sequences for a GoP structure M = 4

and N = 16.
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(a) Foreman Sequence
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(b) Crew Sequence

Figure 5.4: PSNR of the foreman and crew video sequences for a GoP structure M = 4

and N = 32.
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(a) Mobile Sequence
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(b) Walk Sequence

Figure 5.5: PSNR of the mobile and walk video sequences for a GoP structure M = 4

and N = 32.
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Figure 5.6 plots the PSNR of the walk sequence with GoP of size 32 when trans-

mitted using the three different models. The figure focuses on a particular frame interval

from frame number 109 to frame number 163, where the frames are plotted in their de-

coding order. The marked frames are the lost frames. As one can notice, whenever a

B-frame is lost a drop in the PSNR value occurs only at the position of that B-frame.

Nevertheless, on the occasion of the loss of an I-frame or P-frame, the PSNR of all

frames in the GoP is degraded. In the considered frame interval, an I-frame was lost in

the best effort-based model specifically, frame number 126. All following frames in the

GoP where the I-frame is lost are decoded with reference to the last arrived P-frame in

the previous GoP which is in this case frame number 122. As a result, a degradation

in the PSNR remains until the reception of the next I-frame (frame number 158). The

same degradation is noticed when a P-frame is lost in the priority-based queuing model.

However, the degradation in the PSNR when a P-frame is lost is expected to remain for

a shorter interval compared to the degradation when an I-frame is lost. This is due to the

smaller number of dependent frames on the P-frame compared to that of the I-frame.
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Figure 5.6: PSNR of the walk sequence (GoP M = 4 & N = 32), which marks the lost
frames in the specified frame interval.
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The visual artifacts caused by error propagation due to the loss of an I-frame are

shown in Figure 5.7 in which a P-frame and a B-frame in the walk sequence are decoded

with reference to the last received P-frame. The figure clearly shows the degradation in

the perceptual quality caused by error propagation. This is especially feasible because

the frames should capture the movement of the man in the video; hence, the incorrect

decoding of the bi-directional frame (B-frame) has incorrectly shown an object (the

moving hand) which is not there in the corresponding correctly decoded frame of the

path diversity-based model.

P-frame B-frame 

(a) Best Effort-Based Model

P-frame B-frame 

(b) Path Diversity-Based Model

Figure 5.7: Error propagation effect in the walk sequence when a P-frame (frame num-

ber 181) and a B-frame (frame number 182) in the best effort-based model are decoded

using the last received reference frame.
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Another point to notice is the decrease and increase of the PSNR values when-

ever a reference frame is lost. Considering the loss of the I-frame in the best effort-

based model of the walk sequence shown in Figure 5.6, the error concealment used

will replace the lost I-frame with the last received P-frame which will result in having

the PSNR value of the I-frame to be low (around 17 dB). As previously discussed, the

loss of the I-frame will result in unsuccessful decoding of the dependent frames in the

GoP. However, the PSNR values of the following dependent frames do not all remain

in the 17 dB level. Instead the PSNR of the following frame jumps to a better PSNR

after which it gradually decreases to the 17 dB level in two frames. To explain this

behavior, the coding dependencies between the frames should be considered. The three

frames following the lost I-frame are B-frames that depend on two bidirectional ref-

erence frames. While one of the reference frames is lost, which is the I-frame in this

example, the other one is received and decoded correctly (P-frame). In their display or-

der, the position of the first B-frame following the lost I-frame is closer to the received

reference frame. Therefore, it is decoded with a better PSNR compared to the other two

B-frames. As the position of the B-frame becomes closer to the lost I-frame the value

of the PSNR decreases.

A similar behavior occurs upon the reception of an I-frame after a previous loss

in a reference frame in which a decrease and increase in PSNR values occur. Referring

to the same example, when the I-frame of the next GoP is received, the PSNR increases

to a high value around 39 dB. However, the PSNR of the following frame drops back

to a low value and gradually increases in the next two frames after which it goes back

to a high value. Similarly, this is explained by noting that those three frames are B-

frames which depend on a correctly received I-frame and an incorrectly decoded P-

frame. Although the P-frame might have been received correctly, it was not correctly

decoded because of the loss or the incorrect decoding of its reference frame. Once

more, the first B-frame which is the closest to the unsuccessfully decoded P-frame had

the lowest PSNR compared to the following two B-frames; as the position of the B-

frames becomes nearest to the correctly received I-frame, the PSNR increases.
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Table 5.1: Average PSNR of the walk sequence in the considered frame interval.
Number of Lost Frames Best Effort Priority Queuing Path Diversity

I-frames 1 0 0
P-frames 0 1 0
B-frames 1 2 3

Average PSNR 24.6 dB 26.5 dB 35.7 dB

To have more insight on the overall effect of the loss of the different frame types

on the obtained PSNR, Table 5.1 states the number of lost frames for each type and the

average PSNR for the three models in the specific interval of Figure 5.6. As shown in

the table, the lowest number of lost frames is obtained in the best effort-based model

including an I-frame and a B-frame. However, the best effort-based model had the

worst average PSNR. Moreover, the average PSNR of the priority-based queuing model

is better by around 2 dBs than the best effort-based model even though the priority-

based queuing model have also lost one reference frame (P-frame) and two B-frames.

Based on our last demonstration of Figure 5.6 this is due to the longer error propagation

resulted from the lost I-frame compared to that of the lost P-frame. Last, the path

diversity-based model has the best PSNR as the loss occur only for B-frames which are

not referenced by any other frames.

Table 5.2 states the average PSNR found for the video sequences using the three

simulated models. The average PSNR results show that the highest average PSNR

is obtained for video sequences transmitted over the path diversity-based model. On

average, a gain of 3.2 dB was achieved for video sequences of GoP with length 16 when

transmitted over the path diversity-based model and an average gain of 2.8 dB when

transmitted over the priority-based queuing model. Again comparing the average PSNR

values of the GoP length 32, an average of 3.4 dB was achieved using the path diversity-

based model and an average of 2 dB was achieved for the priority-based queuing model.

Note that the average PSNR achieved by a specific model will differ from one

video sequence to the other. This is due to the different motion content of the video
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Table 5.2: Average PSNR.
(a) GoP Structure: M = 4 and N = 16

Network Model Best Effort Priority Queuing Path Diversity
Foreman Sequence 32.68 dB 35.81 dB 36.30 dB

Crew Sequence 32.79 dB 36.57 dB 36.92 dB
Mobile Sequence 30.36 dB 33.25 dB 33.55dB
Walk Sequence 34.43 dB 35.62 dB 35.93 dB
Average PSNR 32.56 dB 35.3 dB 35.68 dB

(b) GoP Structure: M = 4 and N = 32

Network Model Best Effort Priority Queuing Path Diversity
Foreman Sequence 33.66 dB 34.87 dB 36.19 db

Crew Sequence 31.12 dB 35.72 dB 36.85 dB
Mobile Sequence 31.00 dB 32.03 dB 33.45 dB
Walk Sequence 33.38 dB 34.60 dB 36.50 dB
Average PSNR 32.29 dB 34.31 dB 35.75 dB

sequences, which will result in different average PSNR when using the error conceal-

ment discussed previously. In more details, suppose that an I-frame is lost in two video

sequences, then the error concealment used will replace the lost I-frame with the last

received reference frame; the average degradation in the PSNR will depend on how

similar is the lost I-frame from the last received reference frame. This in turn depends

on the content of the video. While low motion video will have more similarity between

video frames resulting in lower average PSNR degradation, high motion video will have

less similarity between adjacent video frames resulting in larger average PSNR degra-

dation.

Another probabilistic measure that helps to compare the average PSNR obtained

using the three models is the variance which measures how close the PSNR values are

from the average PSNR value. A small variance indicates that the PSNR values are close

to the mean value, while a large variance indicates that the PNSR values are spread away

from the average PSNR. Figure 5.8, shows the variance of the obtained PSNR values

for the different video sequences. The figure shows that the path diversity-based model

has the lowest variance. This means that the PSNR values of the individual frames

are close to the average PSNR value which indicates a better perceived video quality.
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The difference in the obtained variance of each video sequence can be explained by the

nature of the video (the different motion content of the video sequences). However, one

can notice that the variance of the priority-based queuing model of GoP32 is always

larger than that of GoP16, for all video sequences. This highlights the importance of

considering the impact of the GoP size on the streaming process.
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Figure 5.8: Variance of the PSNR values for the tested video sequences.

Two important points should be considered when comparing the average PSNR

values of the two GoP lengths. First, GoPs with different structure contain different

numbers of I-,P- and B-frames. These differences in the number of frames have affected

the loss rates of each frame type as discussed in the previous chapter. In summary, the

number of I-frames has decreased in GoP32 which resulted in a lower percentage loss of

I-frames. This however was translated into larger number of P-frames in GoP32 which

resulted in larger percentage drop in GoP32. This is true for the priority-based queuing

model and the best effort-based model in which video packets are propagated along a

single lowest cost path.

The second important point is, the effect of losing a reference frame in one GoP

is related to the number of dependent frames which in turn depends on the length of

the GoP and the location of the lost reference frame in the GoP (eg. P-frame). In more

details, Figure 5.9 plots a scenario of losing the same I-frame in the two GoP sizes.

This figure focuses on the specific part of the crew video sequence in which the error
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propagation took place upon the loss of an I-frame. In the case of GoP 32 the error

propagates among the GoP causing a degradation in the PSNR of 31 frames until the

correct reception of the next I-frame. On the other hand, in the case of GoP 16 the

error propagates among 15 frames causing a degradation in a lower number of frames

compared to the case of GoP 32; hence, resulting in a better average PSNR. These two

points should be considered when explaining the different percentage drops for the two

GoPs with different length.

45
PSNR of Crew Sequence for GoP 16 & GoP 32

 
GoP 16
GoP 32I frame I‐frame

40

GoP 32I‐frame I‐frame

35

30

P
S

N
R

 

25

P

I‐frame

1

20

10

15

One GoP (16)
One GoP (32)

190 192 194 196 198 200 202 204 206 208 210 212 214 216 218 220 222 224 226 228 230
10

Frame Index

 

Figure 5.9: PSNR of the crew sequence (GoP M = 4 & N = 16) and (GoP M = 4 &

N = 32).

To investigate the impact of GoP length on the performance of the three models,

Table 5.3 shows the percentage drop in the average PSNR of the two GoP lengths when

transmitted using the three simulated models. Again, comparing the results of the two

GoP lengths for the priority-based queuing model, it is found that the PSNR percentage

drop of GoP32 is larger than that of GoP16. This is explained by recalling that the

loss rates of P-frames were found to be larger in GoP 32 compared to GoP16. Another
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reason for this is the larger number of dependent frames in GoP32 compared to GoP16.

The design of the priority-based queuing model aims to lower the loss in I-frames and

P-frames; hence, a lower number of reference frames was lost in the priority-based

queuing model compared to the best effort-based model.

Considering the best effort-based model, the loss rate of P-frames has increased

in the case of GoP32 but the loss rate of I-frames has decreased by the same percent-

age as the P-frame. Thus, it is not clear how these differences in the frame loss rates

of the I- and P-frames in the two GoPs will be reflected in the average PSNR of the

video sequence. As indicated in Table 5.3, in the best effort-based model, the percent-

age drop in the average PSNR of the two GoPs differ from one video sequence to the

other. Lastly, when comparing the results of GoP 16 and GoP 32 of the path diversity-

based model the differences were not significant. This is explained by noting that the

path diversity-based model has mainly lost B-frames (non reference frames); therefore,

the small difference in percentage is due to the different motion content of the video

sequences.

Table 5.3: Percentage drop in the PSNR.
Model Video Sequence GoP M = 4 & N = 16 GoP M = 4 & N = 32

Best Effort

Crew Sequence 13% 18%
Mobile Sequence 13% 11%

Foreman Sequence 12% 9%
Walk Sequence 9% 12%

Priority Queuing

Crew Sequence 3% 5%
Mobile Sequence 5% 8%

Foreman Sequence 3% 6%
Walk Sequence 6% 9%

Path Diversity

Crew Sequence 2% 3%
Mobile Sequence 4% 4%

Foreman Sequence 1% 2%
Walk Sequence 5% 4%

5.2.2 Buffer Occupancy. In what follows, the performance of the three stream-

ing models is compared in terms of the occupancy of the playback buffer at the receiver
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side. At the start of the video session, a number of correctly decoded frames (i.e. buffer-

ing delay) will be stored in the receiver’s playback buffer before playback starts. When

playback starts, frames will be displayed at a fixed display rate of fp = 30 frames/sec.

While frames are drained from the playback buffer at a constant rate, their arrival rate

depends on the network conditions. Therefore, periods with high congestion levels will

not only cause the occupancy of the buffer to underflow but will cause it to starve as

well.
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Figure 5.10: Buffer occupancy versus frame Index (M = 16 and N = 4).

Figures 5.10 and 5.11 plots the occupancy of the playback buffer at the receiver

side for the three streaming models and for GoP16 and GoP 32, respectively. The buffer

occupancy is found at the highest congestion level considered in this study. These fig-

ures clearly highlight the capability of the proposed PBPD streaming model in reducing

the starvation instants at the playback buffer. Moreover, the figures also show that on
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Figure 5.11: Buffer occupancy versus frame index (M = 32 and N = 4).

the occurrence of a starvation it will not last for consecutive frames. Such a separation

between starvation instances is expected not only to improve the perceptual quality of

the reconstructed video but also reduces interruptions in the playback process.

The skip length and inter-starvation distance metrics are also used to com pare

the performance of the three simulated models [57]. The skip length denoted by L

which, on the occurrence of any starvation instant, indicates how long (in frames)

this starvation will last on average. The average skip length is computed using L̄ =∑L
k=1 Lk/L, where L is the the total number of starvation intervals and Lk is the num-

ber of frames a client misses on the occurrence of the kth starvation interval. The inter-

starvation distance denoted by D which, on the occurrence of any starvation instant, is

the distance in frames that separates successive starvation instants. The inter-starvation

distance is computed by D̄ =
∑D

k=1 Dk/D, where D is the number of uninterrupted

87



playback intervals, and Dk is the number of frames played between two starvation in-

tervals. Table 5.4 shows the values of skip length L and inter-starvation distances D

found when using the three simulated models.

Table 5.4: Skip length and inter-starvation distances (in frames) using the three models.
(a) GoP Structure: M = 4 and N = 16

Network Model Best Effort Priority Queuing Path Diversity
Skip Length (L) 2.8 2 1.4

Inter-Starvation Distance (D) 12.2 10.5 31.8

(b) GoP Structure: M = 4 and N = 32

Network Model Best Effort Priority Queuing Path Diversity
Skip Length (L) 2.4 1.2 1.4

Inter-Starvation Distance (D) 10 10.2 23.5

The skip length values of the path diversity-based model and the priority-based

queuing model are lower than that of the best effort-based model. No much difference

is found between in the skip length values of the priority-based queuing model and

the best effort-based model of GoP 32. However, a remarkable difference is found in

the inter-starvation distance values of the priority-based queuing model and the path

diversity-based model. This indicates that when a starvation moment occur in the two

models, it lasts for almost the same average number of frames but the separation be-

tween starvation moments in the path diversity-based model is much larger compared

to the priority-based queuing model. The small values of skip length combined with the

large values of inter-starvation instants achieved when using the path diversity-based

model result in less playback interruptions and better quality of the reconstructed video.

This enhancement in performance of the path diversity-based model is a result of the

lower delays and losses experienced by video frames when using the priority queuing

system and the PBPD scheme.

88



Chapter 6: Conclusions

In this thesis, priority and path diversity-based schemes are studied for video

streaming over best effort networks such as the Internet. The novelty of the proposed

approaches is in the use of path diversity by considering the difference in importance

between video frames for the objective of successfully delivering the most important

parts of the video.

The performance of the proposed PBPD scheme is evaluated and analyzed through

simulations in comparison with a priority-based queuing model and a best effort-based

model. The priority-based queuing model is designed such that each router maintains a

priority queuing system without the use of a path diversity transmission approach. On

the other hand, the best effort-based model is designed to reflect the performance of

today’s best effort networks, like the Internet. The performance of the three models is

studied in two sections. The first section compares the performance of the three mod-

els in terms of network related metrics such as the frame loss rate and the end-to-end

delay. The second section compares the performance of the three models from the end

users’ perspective which are the PSNR to measure the spatial video quality and a buffer

occupancy metric is used to study the continuity of the reconstructed video.

The results show that video frames experienced the lowest frame loss rates when

transmitted using the proposed PBPD scheme. In addition, the PBPD scheme outper-

forms the priority-based queuing model and the best effort-based model in terms of the

end-to-end delay. These results are reflected in the delivered video spatial and temporal

qualities in which larger average PSNR values are achieved and lower buffer starvation

instants are experienced using the PBPD scheme.

The impact of the proposed schemes on best effort traffic is neglected as non-

real time applications can overcome packet loss by employing retransmission schemes.

However, having high packet loss rate in best effort traffic will require the retrans-

mission of large number of packets which in turn might increase the congestion in the

network. When employing the proposed priority queuing system in the network routers,
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best effort traffic will only be served if all higher priority queues are empty. One way

to reduce losses of the best effort traffic is to assign different weights to the priority

queues such that large weights are assigned to high priority queues allowing them to

be served more frequently compared to lower priority queues. At the same time, by

assigning weights we ensure that the best effort traffic is being served especially when

the incoming rate of video traffic is high.

Another point to study is the response of the queuing system when a priority

queue experience buffer overflow. In this study, when an I-frame arrives to a full I-

queue, the arriving I-frame will be dropped. However, a queue management scheme

can be studied to decide to either drop the arriving I-frame or to drop a queued packet

in a lower priority queue.
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