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Abstract

This research focuses on the performance enhancement of an indirect field oriented

(IFO) induction motor drive system by designing an efficient controller for speed regu-

lation and by maintaining optimal operation of a three phase inverter. The most widely

used techniques for three phase inverter operation are the space vector pulse width mod-

ulation, the sine triangle pulse width modulation (SPWM) and square wave mode of

operation. The first objective of this research work is to design a synchronous SPWM

technique with minimal total harmonics distortion (THD). SPWM performs better at

low speed due to lower harmonics in the frequency spectrum, while square wave mode

is beneficial at high speed operation because of its higher DC bus utilization. The

inverter mode of operation is switched from SPWM to square wave when the motor

operates above the base speed for higher DC bus utilization. The sudden inverter mode

switching results in unwanted torque ripples and therefore degrades the speed controller

performance. Thus the second objective of this work is to design a mode switching

strategy which ensures a torque ripple free transition. The speed regulator performance

enhancement is the third main objective of this work. Conventionally, a linear inte-

ger order proportional integral (IO-PI) controller regulates the motor speed. However,

the fractional order proportional integral (FO-PI) controllers have been documented to

perform better than IO-PI controllers due to their Iso-damping property. Therefore,

in this work the performance of a nonlinear FO-PI controller is compared with inte-

ger order controllers such as Ziegler-Nichols proportional integral (ZN-PI) controller,

Cohen-Coon proportional integral (CC-PI) controller and a proportional integral con-

troller tuned via trial and error (TE-PI) method are designed. Simulation and experi-

mental investigation proves that FO-PI controller has better speed tracking, less settling

time, exhibits better disturbance rejection and low speed tracking and can even control

a detuned motor’s speed very well.

Search Terms: Induction Motor, Field Oriented Control, Synchronous SPWM, Frac-

tional Order PI Controller, Non-linear Controller
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Chapter 1: Introduction and Literature Review

AC motors are being deployed in the industry in a large number of applications

such as electric vehicles, traction motors, automation and process industry etc. These

machines are preferred over Direct Current (DC) motors because of their rugged struc-

ture and compact size [1]. Moreover, these machines are less sensitive to the environ-

ment. The high performance control of such motors is possible through the entire speed

range via variable frequency inverters or stator or air gap flux oriented vector controlled

schemes. Variable speed drives that employ both square-wave and Pulse Width Mod-

ulated (PWM) inverters are also used in the industry [2] specifically, for high power

applications.

The two most promising machines i.e. Induction Motors (IM) and Permanent

Magnet Synchronous Motors (PMSM) are being investigated by the automotive indus-

try for various Alternate Energy Vehicle (AEV) applications [3–7]. Ford’s Focus, Toy-

ota’s Prius, Chevy’s Volt and Nissan’s Leaf [4] are some of the electric vehicles that use

PMSM while Tesla’s Roadster, Tesla’s Model S, Ford’s P2000 [5], and Hyundai’s ix35

Fuel Cell Vehicle (FCV) [6] as well as the US army’s heavy duty HEVs [4] have opted

for an induction motor. The incentive to opt for an induction motor (IM) is attributed

to its low cost and rugged nature. Although the PMSM has higher efficiency than the

induction machine, it suffers from the problems of demagnetization over time and also

requires rare earth elements that make it expensive. Therefore, this work focuses on an

induction motor based drive system for the AEV traction application.

The theory of field oriented control, first proposed by Blaschke and Hasse [8],

laid the foundation for the high performance control of induction motors which is sim-

ilar to the decoupled control of flux and torque of DC motors. The basic idea behind

the field oriented control is to control an induction motor like a separately excited DC

motor [9]. Field Oriented Control (FOC) is usually divided into Indirect Field Ori-

ented Control (IFOC) and Direct Field Oriented Control (DFOC) [9]. IFOC scheme is

a preferable choice compared to DFOC and Direct Torque Control (DTC) [10]. This

scheme is only sensitive to the rotor time constant (Tr). In contrast to indirect field ori-

entated scheme, the direct field oriented scheme uses the motor flux information which
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is either measured or estimated. Different techniques to measure the flux have been

proposed in [11–13]. But flux measurement is not always suitable and flux estimation

schemes such as [14–17] are always preferred. However, the flux estimation is sensi-

tive to almost all the parameters of the machine. The DTC on the other hand has been

documented to have high torque ripples.

Indirect field orientation and direct field orientation schemes are usually im-

plemented in rotor reference frame. The same techniques can be also implemented in

stator reference frames as well as in air gap flux reference frames. Based on this idea,

authors in [18] developed a universal field oriented controller that can incorporate IFO

and DFO in any frame of reference. They also showed that use of reference frames

other than the rotor reference frame enables DFO scheme to eliminate all steady state

detuning effects. The work presented in this thesis will focus on a rotor flux oriented

IFO drive system as the main test bench.

Three phase inverter fed induction motor drives are usually operated using Sine

Triangle Pulse Width Modulation (SPWM) and Space Vector Pulse Width Modula-

tion (SV-PWM) techniques. However, an induction motor drive operating under square

wave or six step mode provides the benefits of higher DC bus utilization and lower

switching losses as compared to other modes of operation. Therefore, for high power,

high speed operation i.e. above base speed, square wave inverter is preferred. Further-

more, the efficiency of the system is high when square wave inverters are used above

the base speed and during low output power conditions [2,19–21]. However, harmonics

in the currents and voltages of six-step inverter lie very close to fundamental frequency

of the motor and thus, require expensive filters to remove these unwanted harmonics.

This harmonics problem is more dominant at low speed. A drive system that can benefit

from both modes of operations, effectively increases the drive system performance.

The presence of low order harmonics increases the machine losses in the drive

system and adversely affects the efficiency especially at low speed. The effect is more

pronounced at low speed because, at low speed, the motor leakage reactance due to low

order harmonics is low. Therefore, motor draws high current due to low order harmon-

ics that results in higher core losses in the machine. This effect of leakage reactance

is considerably lower at high speed where the higher operating frequency increases the
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leakage reactance due to relatively higher frequency of low order harmonics thus de-

creasing the harmonic current. The efficiency of the machine is reduced to a large extent

due to this lower reactance of the machine at lower speed [2]. Therefore, a square wave

inverter with low order harmonics is not a favorable choice at low speed but has lesser

adverse effects at higher motor speed. The operation of induction motor drives above

the base speed requires higher voltage to achieve higher speed in industrial applications.

SPWM technique is limited by lower DC bus utilization and become impractical when

the fundamental frequency at which the motor operates becomes very high. Thus, for

the motor operation above the base speed square wave inverters can be employed. This

work focuses on SPWM and square wave modes of operations. SPWM reduces the har-

monic content in the motor current and voltage by shifting the harmonics at multiples of

carrier frequency. Moreover, the starting performance of SPWM based induction motor

drive is better than the square wave operated drive system [20]. But the drawback of

this scheme is that it can produce higher switching losses when operating in high power,

high speed applications. The solution is to overcome the short comings of both of these

schemes and employ different schemes under different conditions.

The idea of taking advantage of both schemes has been explored for various

applications. Both the SPWM and square wave mode of operation are incorporated

together to benefit from their advantages in [20, 21] at different operating speed and

load conditions. The inverter mode is therefore switched from SPWM to square wave

while the motor speed increases above the base speed and vice versa. Torque ripples

are produced if the mode switching from sine triangle to square wave is not properly

realized [22]. Authors of [20] proposed to switch the mode when one of the three phase

currents is zero to ensure constant output power during transition. A seamless transition

has been realized in [21] for a V/f drive system by forcing the carrier to zero. This work

extends the technique proposed for V/f control to a field oriented drive system.

Higher switching frequency of the inverter introduces harmonics which can be

suppressed to a large extent by the inertia and low inductance of the machine acting

as a low pass filter [23, 24]. Moreover, the presence of harmonics introduces torque

ripples, increases the harmonic current [25] and can be reduced by synchronous pulse

width modulation (PWM) [26]. Synchronization between the fundamental frequency
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and carrier frequency (3-ϕ , halfwave, quarter-wave symmetry) essentially removes the

sub-harmonics especially at low speeds [27]. A sub-harmonic elimination technique us-

ing synchronized PWM for SV-PWM was proposed in [28] and compared with the con-

ventional synchronization technique. Moreover, the electromagnetic interference (EMI)

produced due to high switching frequency of the inverter is studied and consequently a

spread spectrum technique was developed in [29] to reduce the EMI emissions.

Maintaining a linear relationship between the fundamental and carrier frequency

has been discussed in the literature to maintain synchronism [27]. The carrier frequency

is kept at an odd integer multiple (m) of the fundamental operating frequency. An up-

per bound is usually defined on the carrier frequency based on the maximum allow-

able switching frequency ( fmax) and is derived from the operating limits of the inverter.

At high speed, the carrier frequency approaches the maximum allowable limit ( fmax).

Therefore, when the switching frequency approaches this maximum allowable limit

( fmax), this multiple ‘m’ is decreased dynamically. This reduction in the multiple of

carrier frequency can lead to sudden changes in the carrier frequency. During steady

state operation, a sudden change in the carrier frequency can lead to disruption in the

speed tracking.

Motor losses are inversely proportional to the switching frequency. Increasing

the switching frequency decreases the motor losses [29] but at the same time increases

the inverter switching losses. These inverter losses in the semiconductor devices in-

crease in direct proportion to the switching frequency or carrier frequency. Therefore,

optimum carrier frequency operation is proposed in [29]. The design of PWM invert-

ers should consider the inverter switching losses at high carrier frequency and motor

losses at low switching frequency ( fc) during variable speed operation. At low speeds,

fc should be low to decrease the inverter switching losses while at the same time high

enough to reduce motor losses. On the contrary, fc should be large at high speeds to

lower motor losses because motor losses are greater than inverter losses at high speeds.

Inverter carrier frequency should be adjusted to minimize both of these losses.

A linear relationship between the fundamental and carrier frequency can no

longer ensure this kind of operation due to the fact that motor losses depend upon

the construction of the iron core and no exact relationship exists to calculate these
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losses [29]. Therefore, this work attempts to design a quadratic function based on

the analysis of the harmonic efficiency data collected at various speeds and carrier fre-

quencies. Also, it proposes a smooth mode transition technique from SPWM inverter

to square wave mode when the motor moves from low to high speed operation and vice

versa.

The second part of this thesis focuses on the design of speed regulator for an in-

direct field oriented induction motor drive system. A motor controller plays a vital role

in the dynamic performance as well as steady state performance of Alternate Energy

Vehicles, and numerous other automation and process control applications. An accu-

rate, rapid and robust speed controller design is critical for high performance induction

motor drive system. The two main types of controllers that are being implemented

for torque/speed control of various machines are: (1) Linear proportional integral (PI)

controllers and (2) Nonlinear controllers. Fractional order controllers are nonlinear

controllers that have the potential to perform better than linear controllers.

The application of fractional calculus to the control theory has led to the devel-

opment of fractional order proportional integral (FO-PI) controllers. FO-PI controller is

similar to the integer order proportional integral controller (IO-PI). However, the FO-PI

controller differs from the IO-PI controller in the sense that instead of using an integral

of integer order, a fractional order integral is used.

Fractional calculus can be also used to obtain the fractional order model of the

plant. Therefore, fractional order controllers can be used for both cases i.e. integer order

(IO) plant model and fractional order (FO) plant model. The reverse is also possible i.e.

integer order controller can be used for fractional order plant. Since most of the systems

have already been established as IO models, therefore, the most common scenario is the

use of FO controllers for IO plants [30]. It is useful to consider the design of an FO

controller for an integer order plant [31] to enhance the system performance.

An integer order PI controller still dominates the industry because of its simplic-

ity and ease of implementation. The industry remains reluctant to shift towards com-

plex nonlinear controllers for an incremental increase in the drive system performance.

Traditionally, PI controllers were designed using trail and error tuning procedure. How-

ever, tuning rules have also been proposed for designing linear PI controller. The rules
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provided by Ziegler-Nichols [32] have been widely accepted and adopted in industrial

applications. Moreover, several variations of existing tuning rules for linear PI con-

trollers have also been proposed in the literature. One such modification is proposed by

Cohen-Coon [33].

Though linear PI controllers are widely used by the industry, their performance

degrades due to inherent fundamental limitations like saturation and reduced stability

margin etc. [34]. The performance of linear PI controller degrades when it is used for a

nonlinear plant like an induction machine. Moreover, the variation in motor parameters

causes further deterioration of PI controller performance, and it has a long recovery

time when subjected to external disturbances. Here by recovery time we mean the

time required for the motor speed to return to a given set-point value. The induction

motor and permanent magnet synchronous motor (PMSM) are nonlinear plants, and

are expected to perform better when using a nonlinear controller as compared to linear

controllers. Therefore, nonlinear controllers are being investigated [34–50] for these

types of motors.

Recently, auto disturbance rejection controllers (ADRCs) are being explored be-

cause of their ability to estimate and compensate for external disturbance without exact

knowledge of the plant parameters [35, 36]. ADRC employs generalized derivatives

and generalized functions based extended state observer (ESO) to estimate disturbance,

thus is further dependent upon certain generalized parameters [35]. However, incor-

rect selection of ADRCs parameters can lead to divergence of disturbance estimator.

Moreover, the use of second and third order ADRC with third order dynamic equations

for ESO leads to high computational cost [36]. Hamiltonian based [37] and passivity

based [38] nonlinear controllers are investigated for improving the performance of in-

duction motor drive system. These controllers [35] are also dependent upon the system

parameters. Back-stepping, adaptive back-stepping, and extended state observers have

been proposed to compensate for the controller parameters variation [35].

Nonlinear model predictive control (NMPC) schemes [39]- [42] adjust the con-

trol input based on the time evolution of the system model. NMPC is system model

dependent because it evaluates beforehand, the control signal to be applied to the motor

in order to track a known future reference. However, this controller is computation-
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ally intensive because model predictive control [50] requires the solution of an optimal

control problem at each sampling instant, which further increases the computational

cost.

Sliding mode control is robust to parameters variation and shows a fast dynamic

response [43] which makes this controller an attractive choice for the electric drives

applications [43]- [46]. However, the sliding mode controller, when used for speed

regulation [45,46] introduces chattering which causes torque ripples in an AC machine.

Adaptive fuzzy sliding mode controllers have been used to avoid the chattering problem

[46]. Fuzzy-logic controllers provide a systematic way to incorporate the expertise of

the control engineer into the controller which makes it more robust and gives better

performance even under certain parameters variation as compared to PI controller [47]-

[49]. However, such approaches are dependent upon the skill of the engineer estimating

the effect of a disturbance on plant output.

The nonlinear ADRC [34]- [36] are sensitive to the controller parameters, NMPC

[39]- [42] is computational intensive, sliding mode [43]- [46] though is a robust con-

troller but suffers from the chattering problem which induces torque ripples. Fuzzy

logic controller [47]- [49] performs better than integer order PI controller yet requires

rigorous tuning and is computationally intensive. Therefore, this work proposes a non-

linear FO-PI controller for the speed control of an induction motor drive system. The

proposed controller has potential to perform better than linear PI controllers and when

compared to other nonlinear controllers [34–50], is simpler to implement and is less

motor parameters dependent.

1.1. Contributions

This research focuses on the performance enhancement of the field oriented in-

duction motor drive system performance on both fronts of the three phase inverter con-

trol and the speed regulator. The square wave and SPWM as the two main techniques of

inverter control and operation are discussed and implemented. The drawbacks and ben-

efits of each technique are demonstrated and their performance is compared. A novel

technique is developed to take advantage of each of these methods. The second focus of
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this research work is to investigate the existing speed control algorithms and design an

efficient controller. Fractional order proportional integral controller has been selected to

enhance the performance of speed regulator. Simulations followed by hardware imple-

mentation are used to demonstrate the control techniques developed during the course

of this work. Following are the three major contributions made by this research work.

• This work collects the motor current data at various operating speeds with dif-

ferent carrier frequencies. The data is then analyzed offline for optimal carrier

frequency selection. The optimal carrier frequency data results into a second de-

gree polynomial which when incorporated in the motor controller proved to give

an overall lesser THD compared to simple linear carrier frequency controller.

The carrier frequency in both cases increases to the maximum allowable inverter

switching frequency of 10 KHz at the base speed.

• The inverter is switched from SPWM to square wave mode above the base speed

to attain higher DC bus utilization. This work proposes a seamless transition

between SPWM and square wave mode by suppressing the carrier frequency to

zero. The proposed strategy overcomes the problem of torque ripple observed

and sluggish speed response seen in case of inverter conventional mode switching

from sine triangle to square wave mode and vice versa.

• For the speed regulator design, this thesis makes three main contributions: (i) As

per the knowledge of the author, for the first time, it investigates the potential

of the nonlinear FO-PI controller for an induction motor drive system through

simulation and experimental study and compares its performance with the con-

ventional integer order PI controller. (ii) A simple procedure for gain tuning of

the FO-PI controller based on the tuning rules provided in [30] is designed for the

induction motor speed controller. (iii) Also for the first time it is shown that that

an FO-PI controller can control even a detuned motor’s speed very well and also

maximizes the torque per amperes output of the induction machine.
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1.2. Thesis Organization

In chapter two, basic concepts of field oriented control and simulation as well

as implementation of an indirect field oriented induction motor drive system are pre-

sented. The proposed carrier frequency control of the three phase inverter is presented

in chapter three along with the simulation and experimental results. Chapter four illus-

trated the design, simulations and experimental validation of the proposed Fractional

Order Proportional Integral Controller (FO-PI) and compares its performance to other

well known controllers. Finally, chapter five concludes the thesis and lists some of the

possible future works.
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Chapter 2: Field Oriented Control

The field oriented control (FOC) or vector control can be realized by the trans-

formation of the dynamic equations of induction motor from three phase stationary

frame of reference to a two phase synchronously rotating reference frame. This kind of

transformation forces the induction motor to mimic the behavior of a DC motor. The

field orientation or flux orientation can be either rotor flux oriented or stator flux ori-

ented. Rotor flux orientation is selected for this research work to achieve decoupled

control of flux and torque. High performance induction machine drives require fast

torque/speed response which can be achieved by the field orientation.

The generalized model of an induction machine in the two phase stationary

frame of reference is used to obtain the stator currents and fluxes interms of stator

voltages (Eq. 1, 2) where η is the reciprocal of rotor time contant ( 1
Tr

). The θe required

for stator flux oriented DFO is calculated from estimated flux using Eq. 3, 4. The rotor

flux can be estimated from the stator currents in two phase stationary reference frame

as given by the mathematical expressions in Eq. 5, 6. The corresponding θe can then be

calculated from Eq. 7 and 8 resulting in rotor flux oriented DFO drive.

pIαs

pIβ s

=
1

σLs

pλαs

pλβ s

+ 1
σLs
×

 η ωr

−ωr η

λαs

λβ s

 +

−η

σ
−ωr

ωr −η

σ
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 (1)
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(
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2.1. Field Orientation Principle

The theory of field oriented control outlines the procedure to obtain decoupled

control of electromagnetic torque and flux. The principle of rotor field orientation is

that entire rotor flux given by Eq. 7 and 8 is oriented along direct axis (d-axis) of the

synchronously rotating reference frame and the rotor flux along quadrature axis (q-axis)

is zero. The electromagnetic torque (Te) in the two phase synchronously rotating frame

of reference is given by Eq. 9. If the flux along q-axis is zero than the entire rotor

flux will be aligned along d-axis. Eliminating the q-axis rotor flux component from the

torque equation, results in Eq. 10 that depends only on iqs and λdr. Realizing that under

field orientation, the rotor flux λdr in the steady state condition is equal to the product

of iqs and Lm, therefore, we can re-write the torque in Eq. 10 as a product of iqs, ids

and constant 3PL2
m

2Lr
(Eq. 11). This leads us to the fact that the current along d-axis will

control the flux and the current along q-axis will independently control the torque.

Te =
3P
2

Lm

Lr

(
λdriqs−λqrids

)
(9)

Te =
3P
2

Lm

Lr

(
λdriqs

)
(10)
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Te =
3P
2

L2
m

Lr
idsiqs (11)

A set of three phase fluxes are produced in the rotor and the stator as a result

of three phase set of voltages applied to the stator. The three phase flux in the rotor

can be converted from stationary to two phase dq-reference frame. When the speed of

rotation of the synchronous reference frame is set equal to the speed of rotation of the

flux vector, than the resultant rotor flux is automatically aligned along the d-axis and

the flux along q-axis is zero. The resultant rotor flux, aligned along the d-axis, makes an

angle θe with the a-axis of the stationary frame fixed in the stator. In field orientation,

the problem is the determination of θe which ensures that d-axis is locked with the rotor

flux vector. The transformation matrices T , T−1, Tαβ→abc and Tab→αβ in Fig. 1, 2

required for conversion between different frames are given in Eq. 12 and Eq. 13 [51].

Tαβ→abc =


1 0

−1
2

√
3

2

−1
2 −

√
3

2

 ,Tab→αβ =

 1 0
1√
3

2√
3

 , (12)

T =

 cos(θ) sin(θ)

−sin(θ) cos(θ)

 ,T−1 =

cos(θ) −sin(θ)

sin(θ) cos(θ)

 (13)

There are two methods by which rotor field orientation can be achieved i.e.

Indirect Field Oriented (IFO) control and Direct Field Oriented (DFO) control as shown

in Fig. 1 and Fig. 2 respectively. These two methods differ in the technique to calculate

the angle θe necessary for field orientation. In a field oriented drive system, the direct

current (i∗ds) which is aligned along d-axis and quadrature current (i∗qs) which is aligned

along q-axis control flux and torque respectively. These two phase current input serve

as the reference signal for the PI controller as shown in Fig. 1. The output from the

PI controller is the corresponding voltage command in the dq-reference frame. The v∗ds

and v∗qs are converted into three phase stationary reference frame using θe.

2.1.1. Indirect field oriented control. Indirect field oriented control was first

proposed by Hasse [8] according to which Eq. 14 is necessary and sufficient condition

for field orientation i.e. the entire rotor flux λr is aligned along d-axis and λqr is zero.
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Figure 1: Control structure of IFO drive system

Figure 2: Control structure of DFO drive system

Then ωe can be calculated from i∗ds and i∗qs, as shown in Fig. 3, which is integrated to

get θe. This method is called indirect because it does not require explicit information

about the rotor flux.

ωsl =
i∗ds

i∗qsTr
(14)

The electromagnetic torque (Te) for an IFO drive system and induction motor

mechanical model are represented by Eq. 15 and 16 respectively.
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Figure 3: Slip calculation in IFO drive system

Te =
pL2

m
2Lr

i∗dsi
∗
qs (15)

J
dωr

dt
= Te−Bωr (16)

In these equations, ‘Lm’ is the mutual inductance, ‘Lr’ is the rotor inductance,

‘i∗ds’ is the flux current command, ‘p’ is the number of pole pairs, ‘J’ is the motor

inertia, and ‘B’ is Coulomb friction. Equations 15 and 16 are used to derive the open

loop transfer function which relates the motor output speed (ωr) and torque command

current (i∗qs). This transfer function is given by Eq. 17. An approximation of this

transfer function is obtained by the first order plus dead time model (FPDT) given by

Eq. 18 where ‘L’ is the dead time, ‘T’ is the time constant and ‘Kproc’ is the process

gain. The parameters ‘L’, ‘T’ and ‘Kproc’ are determined from the step speed response.

A step command current iqs is applied to the induction motor working in open loop that

produces a step speed response. This step response is used to approximate the FPDT

model [52] given in Eq. 18. This system will be used later in chapter 4 for designing

the fractional order PI controllers.

Gp(s) =
ωr

iqs
=

p
2

L2
m

Lr
i∗ds

Js+B
(17)

Gapprox(s) =
Kproc

T s+1
e−Ls (18)
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2.2. Simulation Results

The indirect field oriented induction motor drive system is simulated in SIMU-

LINK environment as is shown in Fig. 4. The ‘Current Regulator’ is composed of two

PI controllers for the regulation of i∗ds and i∗qs (Fig. 4). The three phase inverter consists

of six switches and the gating signals are generated based on either SPWM or square

wave technique. The AC machine is a three phase induction motor with the machine

parameters given in Table 1. More information about the individual blocks in Fig. 4

is given in Appendix B. For this simulation, SPWM is used to generate the required

PWM signals. The flux is established from the flux producing current command, i∗ds

and speed regulation is achieved from a PI controller which generates the i∗qs for current

regulator. The design of PI controllers for both current regulation and speed regulation

is achieved by trial and error tuning. The design of speed controller will be explored

further in chapter 4. The current regulator for i∗ds is first tuned to obtain an acceptable

step response followed by the tuning of the i∗qs and speed regulators.

Table 1: Induction motor parameters

VLL 415 V Maximum current 0.4 A

Power 175 W Rated speed 1475 RPM

Lls 145.5 mH Llr 122.5 mH

Lm 750.9 mH poles 4 (2 pole pairs)

Rs 47.5Ω Rr 32 Ω

In order to test the performance of the drive system the step response, plotted

in Fig. 5, of the system is analyzed. The flux is first established with a step current

command i∗ds of 0.4 A. The step response for i∗ds is plotted in Fig. 6. Once the flux has

been established, a speed command (ω∗r ) of 1000 RPM is used to validate the speed

loop performance as shown in Fig. 5. It can be seen from the plot that the controller

is able to completely follow the reference. The overshoot is also marked on the Fig. 5.

The speed overshoot of 108 RPM translates to about 10%. The ids is plotted in Fig. 6
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Figure 4: Simulation model for IFO drive system

for a step reference of 0.4 A and Fig. 7 shows the ids in the steady state condition. In

the steady state the current is regulated within a band of about 0.04 A.
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Figure 5: IFO step response in simulation

The torque command current (iqs) and its tracking are plotted in Fig. 8 for the

step speed command and Fig. 9 shows the reference and actual iqs in steady state. The

current controller is able to regulate the current within a band of 0.07A. The balanced

three phase line currents in the stationary frame of reference are plotted in Fig. 10.
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Figure 6: Direct axis (ids) current
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Figure 7: Direct axis (ids) current (Zoomed)

Only phase a and b line currents are shown in Fig. 10. The line currents ia and ib differ

in phase by 120o, as shown in the zoomed Fig. 11. The rotor flux in α −β reference

frame is plotted in Fig. 12 and zoomed version in the steady state is plotted in Fig. 13.
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Figure 8: Quadrature axis (iqs) current
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Figure 9: Quadrature axis (iqds) current
(Zoomed)

2.3. Practical Implementation

Indirect field oriented control is implemented using dSPACE 1103 on the 175

W LabVolt induction motor. The parameters of the induction motor are determined

using the no-load test, DC test and locked rotor test and the parameters are shown
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Figure 12: Rotor flux (λαr,λβ r)
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Figure 13: Rotor flux (λαr,λβ r) (Zoomed)

in the Table 1. The stator resistance is calculated using the DC test and the stator

inductance, rotor resistance and inductance and mutual inductance of the motor are

calculated using the no-load and locked rotor tests. The slip calculation, which is at

the heart of IFO drive, is performed using the feed-forward operation described by Fig.

3 which essentially implements Eq. 14. The overall IFO drive system is depicted in

Fig. 1. The flux is regulated by establishing a current command i∗ds using a proportional

integral (PI) controller. The speed is regulated by using a cascaded control structure

where the first PI controller generates a quadrature current (i∗qs) command. The i∗qs is

than regulated by a separate PI controller. The controllers for i∗ds and i∗qs generate the

voltage commands v∗ds and v∗qs respectively. The electrical frequency (ωe) calculated
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using Eq. 14 is integrated to obtain the electrical angular position (θe) of rotor flux

vector which is used to perform coordinate transformation from stationary reference

frame to synchronously rotating (dq) reference frame and vice versa. These voltages

(vds, vqs) converted to the stationary frame (v∗a, v∗b, v∗c) serve as the reference waveforms

to generate PWM signals for inverter operation.

2.3.1. Test setup. The hardware setup shown in Fig. 14 is constructed for

real time implementation. This system uses LabVolt modules and the details of each

module is tabulated in Table. 2. More information related to these modules can be seen

in Appendix A. The current sensors used in the experiments is manufactured by LEM

with the part number ’LA-25NP’. These sensors have the maximum current measuring

capability of 25 A. The selected drive system has a nominal current rating of 0.6 A

and therefore, the current is not expected to exceed this limit. For tuning these sensors,

the voltage measured by the analog to digital converter (ADC) i.e. Vadc of dSPACE

1103 and the actual current are compared and linear curve fitting is used to obtain

the best approximation of the measured current Imeasured . The plot in Fig. 15 shows

this procedure for one of the current sensors and the associated current measurement

equation in dSPACE.

Three Phase
Inverter

Three Phase Squirrel Cage
Induction Motor

Dynamometer

dSPACE 1103
Test Setup

Current Sensors

Three Phase
Rectifier

Figure 14: Experimental setup for the IFO drive system
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Table 2: Test set-up modules

No. Module Module No. Description

1 Induction Motor
LabVolt
8221-0A

175 W three phase squirrel cage
induction motor

2 Three phase
inverter

LabVolt
8837-0A

Inverter for controlling the motor speed

3 Dynamometer
LabVolt
8960-15

To add mechanical load to the motor and
measure the motor speed

4 Diode rectifier LabVolt 8842
Used as an uncontrolled diode rectifier to
convert the fixed 415 V AC power to DC

5 Inductor
LabVolt
8325-15

Used as a smoothing filter for the DC bus
to remove the ripples from the output of
the uncontrolled rectifier

6 Resistive bank
LabVolt
8311-0A

Used at the DC bus

7 Current sensor
LEM LA-25
NP

Used in the feedback loop for the IFO
implementation

8 Power supply
LabVolt
8821-2A

Used as a variable power supply for the
drive system
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Figure 15: Current sensor tuning

A block diagram constructed in SIMULINK, as shown in Fig. 16, is interfaced

with Control Desk. The speed controller is a proportional integral (PI) controller in this

experiment and is implemented in the block ‘FO-PI or IO-PI Speed Controller’. The
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PI controllers for the regulation of ids and iqs are implemented in ‘Ids PI controller’

and ‘Iqs PI controller’ respectively as shown in Fig. 16. The command voltages v∗ds

and v∗qs generated by PI regulators are transformed into three phase stationary reference

frame. The block ‘Gating Signal Generation’ generates the PWM pulses necessary for

the operation of three phase inverter using any mode of operation i.e. SPWM or square

wave. The slip calculation (Eq. 14) is implemented as depicted in Fig. 3. The encoder

available for this setup has 360 pulses.

The step speed response when tested with the Lab Volt system is shown in Fig.

17. The sampling frequency is set at approximately 18 kHz while the switching fre-

quency of the inverter is set constant at 1 kHz. A direct current command (i∗ds) com-

mand of 0.3 A is first applied to the motor to set up initial flux. After the flux has been

established and the current is stabilized, a speed reference of 500 RPM (ω∗r ) is applied

to test the step response of the system and the corresponding results are plotted in Fig.

17.

Figure 16: IFO dSPACE-SIMULINK model

The motor line currents when the speed is set at 500 RPM are plotted in Fig.

18. The two line currents, ia and ib, differ in phase by 120o. The third line current

ic can be determined from the Eq. 19. The performance of cascaded PI controllers

can be evaluated by observing the tracking performance of the controllers. The actual
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and command flux producing current ids are plotted in Fig. 19 while the torque current

command i∗qs and actual current iqs are plotted in Fig. 20.

ia + ib + ic = 0 (19)
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Figure 19: Direct axis (ids) current
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Chapter 3: Three Phase Inverter Control

The three phase inverter is usually operated in sine triangle pulse width modu-

lation (SPWM) or space vector pulse width modulation (SV-PWM) mode of operation.

However, for high speed, high power operation square wave or 180o conduction mode

is preferred. In this work, only SPWM and square wave modes are considered and im-

plemented. It has been mentioned in the literature that benefiting from both of these

switching modes i.e. SPWM and square wave mode of operation, enhances the drive

system performance throughout the entire speed range of the motor. Therefore, a new

method of mode switching between the SPWM and square wave is presented which

ensures lower torque ripples during inverter mode switching.

Synchronous sine triangle pulse width modulation is an extension of SPWM

where the carrier frequency is kept an integer multiple of fundamental frequency of the

motor. Synchronizing the carrier frequency with the fundamental frequency reduces the

sub-harmonics, hence the total harmonic distortion (THD). Moreover, the motor losses

also decrease with the increase in carrier frequency. The switching losses in the inverter,

on the other hand, increase in direct proportion to the carrier frequency. Therefore, the

carrier frequency, also called as the switching frequency, should be adjusted to reduce

both the switching losses and harmonic losses. The three phase inverter consists of six

switches that are arranged in the configuration shown in Fig. 21. The two switches in

each leg cannot be switched ON at the same time otherwise it will short circuit the DC

bus resulting in a very high current known as the shoot-through current. Therefore, the

switching signals of two switches in each leg should always be complemented.

3.1. Sine Triangle Pulse Width Modulation (SPWM)

The SPWM mode of operation produces a much better approximation of a sinu-

soidal waveform. The concept of SPWM arises from the fact that the output waveform

is produced by switching the switches based on the comparison of a sinusoidal refer-

ence signal with a triangular signal commonly known as the carrier signal. The output

voltage consists of pulses while the output current better matches with a sinusoidal sig-

nal as compared to the square wave voltage signal. The frequency of the carrier signal
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Figure 21: Three phase inverter

is kept higher as compared to the reference signal. The most profound benefit of such a

scheme is that it shifts the harmonics to multiples of carrier frequency which are usually

of the order of several kHz, as shown in Eq. 20. The harmonics, therefore, are shifted

to the multiples of this frequency and hence can be easily filtered from inverter output.

The filters required for the removal of these harmonics are smaller and less expensive

than those required for the square wave inverter.

fh = ( j fc± k) f1

j = 1,3,5 · · · f or k = 2,4,6 · · ·

j = 2,4,6 · · · f or k = 1,5,7 · · ·

(20)

The inverter with sine triangle pulse width modulation (SPWM) mode of opera-

tion is implemented in both simulation and experimentation. SPWM is implemented by

comparing a triangular carrier signal with a sinusoidal reference signal. For the three

phase inverter, three such signals each displaced by 120o are compared with the same

triangular carrier signal. Changing the frequency and the magnitude of the reference

signals changes the speed of the induction motor. The proportional integral (PI) con-

troller regulates the speed of the motor by varying the magnitude and frequency of the

reference signal. SPWM performs better at low speed but Eq. 21 shows that the DC bus

utilization is low as compared to square wave mode of operation which can be seen in

Eq. 22.
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Vf undamental,RMS = 0.612maVdc (21)

Figure 22: SPWM gating signal generation

3.2. Square Wave Inverter

The square wave inverter, also called the six step inverter, generates a six step

square wave line to line voltage whose fundamental component is sinusoidal. The con-

version from DC to AC signal is achieved by keeping each switch ON for exactly half

of the period. The order in which the MOSFETs are switched, results in the square

wave output phase voltage. The gating signals are generated according to the pattern

plotted in Fig. 23. The signals ‘G1’, ‘G2’ and ‘G3’ are for the first switch of each leg of

the inverter while the gating signal for the second switch in each leg is the complement

of these signals [53]. When used for speed control of induction motors, the time period

of these signals decide the motor speed.

The Fourier analysis of the line to line voltage shows that it consists of all odd

harmonics except the triplen harmonics. Therefore, the most dominant harmonics are

the fifth and seventh harmonics. The presence of harmonics close to the fundamental

frequency of the motor increases the total harmonic distortion as well as the harmonic

losses in the machine. This effect is prominent at low speeds because the motor leak-

age reactance is comparatively lesser than the reactance at high speed which results
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Figure 23: Gating signals for square wave mode of operation

in higher harmonic current. Moreover, the harmonics appear close to the fundamental

frequency thereby are difficult to remove.

The square wave inverter is beneficial for high speed operation of induction mo-

tor drive system because of its higher DC bus utilization. The root mean squared (RMS)

fundamental component for a square wave drive is given by Eq. 22. The maximum fun-

damental output line to line voltage that can be obtained from this type of inverter is

0.78 times the available DC bus which is higher than that obtained for SPWM or even

SV-PWM inverters.

Vf undamental,RMS =

√
6

π
Vdc = 0.78Vdc (22)

3.3. Synchronous Sine Triangle Pulse Width Modulation

The SPWM relies heavily on the switching frequency of the inverter which is

the same as the carrier frequency used to generate the PWM signal for the switches.

Harmonic losses in the machine depend upon the carrier frequency of the motor. In-

creasing the carrier frequency shifts the harmonics that appear at multiples of carrier
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frequency to the high frequency range. For variable speed drives that can operate in

high frequency range, carrier frequency of the inverter must be increased with increas-

ing speed of the motor in order to keep the same order of the harmonics. Moreover, this

avoids high switching losses in the inverter at low speed and reduces harmonics and

motor losses during high speed operation of the induction motor drive system.

The motor losses can be reduced by synchronizing the carrier frequency with

the fundamental frequency of the motor. Moreover, synchronizing the carrier frequency

of the inverter with the fundamental frequency removes sub-harmonics in the machine

and therefore further improves the drive system performance. The synchronization is

achieved by converting the ωe obtained from slip calculation, into the fundamental fre-

quency as shown in Fig. 24. The product of calculated fe and a suitable number ‘m’

results in the frequency of the carrier signal ( fc). The triangular signal is generated

with the frequency fc and compared with the sinusoidal reference signals to obtain the

required PWM signals.

Figure 24: Synchronous SPWM generation

3.4. Hybrid Mode Switching

In order to benefit from both switching modes, a switching scheme is devised

that uses SPWM below the base speed and square wave mode of operation above the

base speed. Both PWM schemes depend upon the generation of their specific PWM sig-

nals. Simply switching from one scheme to the other can potentially disrupt the current
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and can cause torque ripples in the machine. This momentary disruption is undesired

for motion control applications and therefore such a transition must be avoided. The

conventional mode switching is depicted in Fig. 25. When the mode is switched, the

sinusoidal reference is ignored, as shown in Fig. 25 (a), and the gating signals for six-

step mode are used to operate the three phase inverter (Fig. 25 (b)). The discontinuity

in the PWM signal results in torque ripples and degrades the drive performance.

Sinusoidal Reference

Triangular Carrier
Mode is switched from SPWM
to square wave using
conventional mode switching

Time (seconds)

SWPM mode Six-step mode

(a)

(b)

The cycle restarts as the mode is switched

Figure 25: Mode switching

A hybrid mode switching technique is proposed which is achieved by simply

forcing the carrier frequency to zero. The generation of SPWM depends upon the com-

parison of the triangular carrier signal with the sinusoidal signal. Square wave mode of

operation can also be implemented in the same way as SPWM by comparing the sinu-

soidal signal with a zero magnitude triangular signal. When this zero triangular signal

is compared with the sinusoidal reference signal, the resultant switching waveform is

the same as required for square wave mode of operation. Therefore, a seamless tran-

sition can be realized by forcing the carrier to zero. This technique does not disturb
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the voltage and current cycle during the mode switching which results into seamless

transition between the two modes of operation and reduces the motor torque ripples.

The hybrid mode switching is depicted in Fig. 26. The carrier frequency, in Fig. 26

(a), is forced to zero as the mode is switched thereby eliminating the discontinuity in

the PWM generation as shown in Fig. 26 (b). Moreover, it reduces the computational

overhead required for the implementation of a separate six-step PWM generation.

Sinusoidal Reference

Triangular Carrier
Mode is switched from SPWM
to square wave using
hybrid mode switching

Time (seconds)

SWPM mode Six-step mode

(a)

(b)

Figure 26: Hybrid mode switching

3.5. Implementation of SPWM

The SIMULINK block is developed for the practical implementation of SPWM

mode of operation. The structure shown in Fig. 27 generates the gating signals neces-

sary for SPWM mode of operation. The block ‘Fundamental Based Carrier Generation’

generates the carrier signal of a desired frequency programmed as an input in the con-

troller. The output is fed to the ‘Hybrid Mode Switching’ block for the implementation

of a seamless transition from SPWM to square wave mode. ‘PWM Generation’ com-

42



pares the output of the ‘Hybrid Mode Switching’ with the three reference signals ‘Vra’,

‘Vrb’ and ‘Vrc’ to generate the gating signals for the three legs of the inverter. In order

to make this scheme synchronized, the carrier signals is made an odd integer multiple

of the fundamental frequency of the motor. The step speed response, line currents and

performance of the controller have already been discussed in chapter 2. The following

section discusses the practical implementation of SPWM.

Figure 27: SPWM gating signal generation for IFO drive system

The simulation and real time implementation of the synchronous SPWM is re-

alized by maintaining a linear relationship between the carrier frequency and the funda-

mental frequency. The fundamental frequency is determined from the slip compensa-

tion used for indirect field orientation and measured motor speed. The ’ωe’ determined

from IFO (Eq. 14) is multiplied with ( 1
2π

) to get the fundamental frequency ’ fe’ of the

motor as shown in Fig. 28.

l

Figure 28: fe calculation
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3.6. Proposed Optimum Carrier Frequency Control

Synchronization automatically ensures linearly increasing frequency with the

increase in fundamental frequency of the inverter. But the motor losses may not always

linearly change with the change in carrier frequency because these losses depend upon

the construction of the iron core [29] as well. In order to determine the frequency which

produces minimum losses, the currents and voltages applied to the machine must be

analyzed. It is found that the fundamental component of the line currents and voltages

change with the carrier frequency at the same speed. At the same speed, different

carrier frequencies result in different fundamental components of currents and voltages.

An optimum carrier frequency at a specific speed is the the carrier frequency that results

in lower fundamental components of voltages and currents.

This work will investigate the selection of optimal carrier frequency based on

the fundamental component of line current and will construct a function that will pro-

vide optimum carrier frequency for a specific speed. A similar technique must be fol-

lowed to determine the optimum carrier frequencies at different speeds. For reduction

of harmonic losses the motor must be operated at these optimum carrier frequencies.

3.7. Simulation Results

Simulations are performed on the 175 W prototype induction motor setup de-

veloped previously in chapter 2. Mode switching is implemented by the comparison of

the sinusoidal signals with zero carrier signal. The sinusoidal signals are generated with

the frequency fe determined from the slip calculation shown in Fig. 28. Comparison of

the three sinusoidal signals with zero will generate the PWM for the three legs of the

inverter. The mode switching is tested in simulation by setting the speed of the motor

to 1400 RPM and consequently switching the mode in steady state. In Fig. 29, the

motor is running at 1400 RPM and the mode is switched at 5 seconds. An overshoot

of 246 RPM is observed as the inverter mode of operation is switched from SPWM to

six-step mode. The speed returns to the set reference of 1400 RPM after approximately

1.5 seconds. Moreover, a transient in the torque is observed i.e. the torque momentarily

approaches 1.8 Nm. The switching from SPWM to six-step is more visible in the cur-
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rent and voltage plots shown in Fig. 30 (c) & (d). The current changes from sinusoidal

to six-step when the mode is switched as shown in Fig. 30 (c) and the line voltage (Vab)

changes from PWM to square wave as shown in Fig. 30 (d).

The hybrid mode switching is tested in simulation for which the triangular car-

rier signal is generated with the predefined frequency for SPWM mode of operation. In

order to switch from SPWM to square wave mode of operation, the carrier frequency

is forced to be zero thereby causing the comparison of a zero signal with the sinusoidal

references, each of them being 120◦ apart. This comparison automatically generates

PWM pulses for square wave mode of operation.

The step response of the drive system for a step of 1400 RPM is shown in Fig.

31 and Fig. 32. The mode is switched for this simulation at time = 5 seconds. The

carrier frequency goes to zero at this time and the inverter switches from SPWM to

square wave mode of operation. The plot in Fig. 32 shows the transition from SPWM to

square wave mode of operation in the step response of Fig. 31. The transition is smooth

and seamless as compared to simple mode switching and produces lower torque ripples

0 2 4 6 8 10
0

500

1000

1500

(a
) 

S
p

e
e

d
 (

R
P

M
)

 

 

Reference

ω
r
 (RPM)

0 2 4 6 8 10
−2

−1

0

1

2

(b
) 

T
o

rq
u

e
 (

N
m

)

0 2 4 6 8 10
−4

−2

0

2

4

(c
) 

P
h

a
se

−
a

 c
u

rr
e

n
t,

i a
 (

A
)

Time (seconds)
0 2 4 6 8 10

−600

−400

−200

0

200

400

600

(d
) 

L
in

e
−

L
in

e
 V

o
lta

g
e

,
V

a
b
 (

V
)

Time (seconds)

Figure 29: Simulation results for conventional mode switching at 1400 RPM (a) Speed,
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Figure 30: Simulation results for conventional mode switching at 1400 RPM (zoomed
view) (a) Speed, ωr (RPM), (b) Torque, τ (Nm), (c) Line current, ia (A), (d) Line
Voltage, Vab (V)

in the machine. Furthermore, there is no cycle discontinuity i.e. the current cycle is not

disturbed during switching.

3.8. Experimental Results

The synchronous PWM inverter with hybrid mode switching scheme is imple-

mented for a field oriented induction motor drive system developed in Fig. 14.

3.8.1. Optimum carrier frequency operation. In order to determine opti-

mum carrier frequencies at a particular speed, the frequency spectrum of line currents

is analyzed. The fundamental component in the Fourier spectrum is recorded at differ-

ent speeds. For a particular speed it has been found that the fundamental component
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Figure 31: Simulation results for hybrid mode switching at 1400 RPM (a) Speed, ωr
(RPM), (b) Torque, τ (Nm), (c) Line current, ia (A), (d) Carrier frequency, fc (Hz)

is different at different carrier frequencies while the output mechanical power of the

motor is the same. The reason being that, for the same amount of output power, if the

motor draws higher input power then machine losses have increased.

The higher values of fundamental components is an indication of higher power

drawn from the motor. An increase in the fundamental component can therefore be

attributed to the increase in input power which further indicates higher harmonic losses

in the machine. Therefore, operation of the induction motor at the frequency which will

lead to lower motor losses ensures optimal machine performance. Table 3 compares the

fundamental components of voltages and currents at 100 RPM and at different carrier

frequencies. Fundamental components of voltage and current are minimum at the car-

rier frequency of 3064.1 Hz with the values of 40.1491 V and 0.2654 A respectively.

Therefore, when the drive is operated at 100 RPM, the carrier frequency should be set

at 3 kHz to minimize the harmonic losses in the machine.

A similar procedure is followed for 300, 500, 600, 700, 800, 900, 1000, 1200,

1500 (RPM) speed and the fundamental components are recorded. Fig. 33 shows the
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Figure 32: Simulation results for hybrid mode switching at 1400 RPM (zoomed view)
(a) Speed, ωr (RPM), (b) Torque, τ (Nm), (c) ia (A), (d) Carrier frequency, fc (Hz)

Table 3: Fundamental voltage and current components at 100 RPM

fc f1v f1i

261.5 41.1410 0.2755

447.6 49.7535 0.3285

608.8 55.3384 0.3662

792.6 45.7888 0.3016

969.4 56.0391 0.3666

1320.9 55.8501 0.3674

1769.1 55.9973 0.3633

2210.9 42.1040 0.2799

2614.1 57.4428 0.3766

3064.1 40.1491 0.2654

3526.1 46.5334 0.3089

39630 46.3139 0.3007
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Figure 33: Changing fundamental with carrier frequency

Table 4: Optimum carrier frequencies at different speeds (experimental results)

Speed (RPM) Carrier Freq (Hz) Speed (RPM) Carrier Freq (Hz)

100 3064 800 7354

300 3613 900 3652

500 2118 1000 8910

600 3167 1200 6705

700 4046 1500 9222

variation in the fundamental component at different speeds as the carrier frequency is

varied from 300 Hz to 10 kHz which is the maximum allowable switching frequency of

the inverter. According to Fig. 33, the magnitude of the fundamental component is the

lowest for carrier frequencies of 8910 Hz, 6705 Hz and 9222 Hz for 900 RPM, 1200

RPM and 1500 RPM respectively. The machine should be operated at these frequen-

cies to reduce the drive system losses. Similarly, the optimum carrier frequencies are

determined for a wide speed range and Table. 4 tabulates the results.

It can be seen from the optimum carrier frequencies that as the speed increases,

the optimum carrier frequencies may not always increase. The optimum carrier fre-

quency at 500 RPM is 2118 Hz which is lower than the optimum carrier frequency

at 100 RPM. If the carrier frequency is obtained by multiplying the fundamental fre-

quency with ‘99’, then the corresponding carrier frequencies are tabulated in Table. 5.
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The frequencies selected by this linear function are different from the optimum car-

rier frequencies. Therefore, a linear function will be unable to provide these optimum

frequencies.

Table 5: Comparison between optimum carrier frequency and the carrier frequency
obtained from linear function

Speed (RPM) Optimum carrier frequency (Hz) Linear function (99) (Hz)

100 3064.1 433.818

500 2118 1751.31

1200 6705 4088.7

1500 9222 5080.68

The optimum carrier frequency is plotted in Fig. 34 to obtain an approximate

synchronous function. Second order polynomial regression is used to get a best fit that

matches the optimum carrier frequency data. The corresponding Eq. 23 ensures opti-

mum carrier frequency operation while at the same time, maintains synchronism. This

function is then modified to obtain Eq. 24, to make sure that the carrier frequency re-

mains an odd integer multiple of 3 and maintains synchronism between the fundamental

and the carrier frequency. The resulting function is tested for optimum carrier frequency

operation.

fc = 3( f1)−23.74( f1)+3250 (23)

fc = 3( f1)−24( f1)+3249 (24)

The field oriented drive system with the proposed quadratic synchronous func-

tion is tested for the trapezoidal wave tracking. The results are shown in Fig. 35. The

subplot Fig. 35(b) shows how the carrier frequency is adjusted by the function from 3

kHz to about 10 kHz while the speed changes from 300 RPM to 1400 RPM. The motor

is able to completely track the reference with minimal steady state error as shown in

Fig. 35 (a). The carrier frequency changes quadratically as shown in Fig. 35 (b).
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Figure 34: Determination of synchronous function using curve fitting
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Figure 35: Optimum carrier frequency control

The line currents and line voltages when the system is operating under SPWM

mode of operation are shown in Fig. 36. These plots have been zoomed over 0.3

seconds to be able to view the sinusoidal nature of line current and PWM pulses in the

line voltage. It should be noted that the filtered line current and voltage are plotted in
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Fig. 37 (a) and (b) respectively. The line voltage, in Fig. 37 (b), is the fundamental

component of the line voltage and is a sinusoidal signal instead of the pulse width

modulated signal plotted in Fig. 36 (b).
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Figure 36: (a) Line current (ia), A (b) Line voltage (Vab), V
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Figure 37: (a) Filtered line current (ia), A (b) Filtered line voltage (Vab), V

The operation of field oriented drive system working under the synchronous

function is evaluated and compared with the operation of the three phase inverter fed

induction machine working with linear function. The linear synchronous function is

designed based on maximum switching frequency of 10 kHz at the base speed of 1500

RPM which results into Eq. 25. The total harmonic distortion (THD) calculated at
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various speeds using the proposed quadratic function and the linear function is shown

in Table 6. These results prove that the performance of proposed function in most of

the cases is better than the linear function. In 5 out of 7 cases, the THD is lower in the

case of the proposed carrier frequency operation. Moreover, the THD of the proposed

method, in the 5 out of 7 cases, is almost half than the THD observed when the linear

function is used. However, the THD is higher when the motor is running at 1200 RPM

and 1500 RPM in the case of the proposed method e.g. at 1500 RPM the observed

THD is 0.6 for the proposed method and 0.34 when the motor is operated with linear

function.

fc = 189∗ ( f1) (25)

Table 6: THD comparison of proposed and linear functions

Speed (RPM) fc, linear (Hz) THD (%) fc, proposed (Hz) THD (%)

200 1463.2 1.64 3242.5 1.37

500 3359.6 1.07 33748.5 0.66

800 5259.1 1.15 4867.1 0.51

1000 6524.2 0.57 5942.8 0.33

1200 7789.2 0.38 7289.2 0.54

1400 8600 0.91 8800 0.49

1500 9600 0.34 9800 0.6

3.8.2. Hybrid mode switching. The performance of the IFO drive system is

tested for the hybrid mode switching above the base speed. The proposed hybrid mode

switching scheme is also compared with the conventional mode switching scheme. The

details of the test scenario used to compare the performance of both schemes is as fol-

lows. The motor is running at 1200 RPM and the inverter mode is SPWM. The reference

is then changed from 1200 RPM to 1800 RPM. The inverter mode of operation should

be switched from SPWM to the six-step mode during this speed transition.

53



The performance of the drive system when the conventional mode switching

scheme is used is shown in Fig. 38 and Fig. 39. The oscillations in the motor speed are

observed as shown in Fig. 38 (a), and the motor speed overshoots to 2188 RPM before

settling to 1800 RPM. Moreover, the current also increases to approximately 2 A before

settling back to the normal value. The Fig. 39 shows the speed (ωr), current (ia) and

voltage (Vab) as the mode is switched. The conversion from SPWM to square wave is

visible in the voltage waveform plotted in Fig. 39 (b).
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Figure 38: Mode switching (a) Speed
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Line current (ia), A
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Figure 39: Mode switching (zoomed
view) (a) Speed (ωr), RPM, (b) Line
voltage (Vab), V (c) Line current (ia), A

The hybrid mode switching operation is tested using the same test scenario men-

tioned above. When the speed changes from 1200 RPM to 1800 RPM, the six-step mode

is invoked as shown in Fig. 40 and 41. The system remains stable as the motor speed

changes from 1200 RPM to 1800 RPM as shown in Fig. 40 (a). Moreover, Fig. 41

(b) shows the voltage waveform at the time of the mode switching using hybrid PWM

technique. Similar mode transition is visible for the line current (ia) in Fig.41 (c). The

line current (ia) plotted here is obtained after filtering the measured current using a low
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pass filter with a cut-off frequency of 100 Hz. When the mode is switched in Fig. 41,

the voltage now is square wave. The mode switching happens because of the compar-

ison of the square wave signal with the reference triangular signal which is now set to

zero. Therefore, comparison of the reference signal with a triangular signal essentially

transforms SPWM to square wave.
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Chapter 4: Speed Regulator Design

Fractional order calculus is almost as old as the integer order calculus and its

application to control systems is now well recognized. This chapter focuses on frac-

tional calculus and fractional order proportional integral controllers (FO-PI). Several

tuning rules exist in the literature that are optimized according to some criterion. The

tuning rules selected for tuning of a PI controller and to be used in speed regulation of

induction motors are presented and discussed in this chapter.

4.1. Integer Order PI/PID Controllers

The integer order PI controllers, as mentioned in the first chapter, are used in

most of the industrial applications. An integer order PI controller is obtained by re-

moving the derivative term from the PID controller given in Eq. 26, resulting in Eq.

27.

u(t) = Kpe(t)+Ki

∫ t

0
e(τ)dτ +Kd

d
dt

(e(t)) (26)

u(t) = Kpe(t)+Ki

∫ t

0
e(τ)dτ (27)

A large number of tuning rules exist for integer order proportional integral (PI)

or proportional integer derivative (PID) controllers. The rules discussed in this work

were developed in [32, 33]. These rules are mainly used for first order plus dead time

(FPDT) model of the system. Eq. 28, 29 and 30 define the tuning rules presented in [32]

and [33] respectively.

Ziegler-Nichols (ZN) tuning rules (28, 29) are probably the most widely used

rules in the industry because of their simplicity and ease of implementation. These rules

are simple and are based solely on the step response of the system, meaning, there is no

need to obtain an exact model of the plant. In Eq. 28, Xo is the step reference command

used to obtain the FPDT model as shown in Fig. 42 and Ko is used to calculate the

proportional gain (Kp,zn). The integral gain (Ki,zn) follows from Ti,zn and Kp,zn as shown

in Eq. (29).
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Ko =
Xo

Kproc
× T

L
(28)

Kp,zn = 0.9Ko

Ti,zn = 3.3L

Ki,zn =
Kp,zn

Ti

(29)

Cohen-Coon (CC) tuning rules (30) are applicable to a class of plants with a

relatively large dead time. The parameter ‘R’ is calculated from the dead time ‘L’ and

time constant ‘T ’ obtained from the open loop step response of the system. Ko used for

determination of proportional gain ‘Kp,cc’ is the same as defined in (28). The integral

gain ‘Ki,cc’ is calculated from ‘L’ and ‘R’ as follows.

R =
L
T

Kp,cc = Ko

(
0.9+

R
12

)
Ki,cc = L

(30+3R)
9+20R

(30)

i∗qs step command = Xo
s ωr (motor speed)

Kproc

Figure 42: Plant step response
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4.2. Fractional Order PID Controllers

The fractional order PID controller is obtained by replacing the integer order

integrator and derivative with a fractional order integrator and derivative respectively

as shown in Eq. 31. In this equation, Kp f , Kd f and Ki f are the proportional, inte-

gral and derivative gains of the fractional order PID controller. The fractional operator

called as the differintegral operator
(

αDλ
t

)
, is used for the evaluation of the integral

of arbitrary order where α is the order of the integral and a and t are the terminals.

Several definitions exist to evaluate the differintegral operator such as Caputo deriva-

tive, Riemann-Liouville (RL) or Grunwald Letnikov (GL) etc. The fractional order PI

controller, in Eq. 32, follows from fractional order PID controller by removing the

fractional derivative term from Eq. 31.

u(t) = Kp f e(t)+Ki f

(
αDλ

t e(t)
)
+Kd f

(
αDµ

t e(t)
)

(31)

u(t) = Kp f e(t)+Ki f

(
αDλ

t e(t)
)

(32)

The fractional order Caputo derivative based implementation with a, t as the terminals

as shown in Eq. 33 is used for the evaluation of the differintegral operator, c
aDα

t . The dif-

ferintegral operator can also be defined using the Grunwald Letnikov (GL) form, given

in Eq. 34 or Riemann-Liouville (RL) form, given in Eq. 35 [54] but it is practically

more useful to use Caputo derivative instead of GL or RL approximations.

C
a Dα

t f (t) =
1

Γ(n−α)

∫ t

a

f (n)(τ)
(t− τ)α+1−n dτ

(n−1 < α < n),(n ∈ℜ)

(33)

aDp
t f (t) = lim

t→ α

nh = t−a

h−p
n

∑
r=0

(−1)r
(

n
r

)
f (t− rh)

(34)
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aDp
t f (t) =

1
Γ(m+1− p)

(
d
dt

)m+1 ∫ t

a
(t− τ)(m−p) f (τ)dτ (35)

The main advantages of the Caputo approximation are as follows. In the Grunwald-

Letnikov (GL) form, the lower terminal ‘a’ is fixed while the memory length ‘(t-a)’

is a function of ‘t’ which becomes impractical when evaluating the differintegral for

the initial conditions. The Riemann-Liouville (RL) integral is given in Eq. 35 where

(m≤ p≤ n) ,m = [p], and [·] represents the integer part of the argument (in this case,

the integer part of p). The RL approach may lead to initial conditions which contain the

limit values of the RL fractional derivative at the lower terminal t = a [54, 55].

lim
t→α

(
αDα−1

t f (t)
)
= b1 (36)

The fractional order PI controllers are known for their Iso-damping property.

Iso-damping is the name given to the flat phase phenomenon displayed by the fractional

order controllers. Having a flat phase response results in robustness against the plant

gain variations. Therefore, while designing FO-PI controllers, the constant phase region

is adjusted to be centered at the required operating frequency. The plot in Fig. 43 [55]

is the gain and phase plot of an actual fractor with the order 0.8680. It shows the

considerably flat phase response of a fractor, which is a device similar to a capacitor.

This can be used to implement an analog fractional order integrator. The gain plot has

slope which is not equal to 20 dB/decade.

4.3. Tuning Rules

There are several tuning rules reported in the literature developed for fractional

order controllers. The tuning rules selected for this thesis were developed by Chen and

Bhashkaran in [30]. These rules were developed using the Fractional Ms constrained

integral gain optimization (F-MIGO) technique and are based on the first order plus

dead time (FPDT) model (Gm) of the system represented in Eq. 37 where ‘L’ is the

dead time of the system, ‘T’ is the time constant and Kproc is the process gain. The
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Figure 43: ‘Fractor’ bode plot, order(α) = 0.8680

tuning rules are represented by the expressions 38, 39, 40. In these equations, ‘τ’ is

the relative dead time of the system and ‘α’ is the order of the fractional integrator.

The parameter K∗ is used as the proportional gain Kp, f o and the integral gain (Ki, f o) is

calculated from K∗ & T ∗ (Eq. 41).

Gm (s) =
Kproce−Ls

T s+1
(37)

τ =
L

T +L
,α =



1.1 τ ≥ 0.6

1.0 0.4≤ τ ≥ 0.6

0.9 0.1≤ τ ≥ 0.4

0.7 τ < 0.1


(38)

K∗ =
1

Kproc

(
0.2978

τ +0.000307

)
(39)

T ∗i = T
(

0.8578
τ2−3.402τ +2.405

)
(40)

Kp, f o = K∗,Ki, f o =
K∗

T ∗
(41)
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4.4. Performance Measures

The performance measures used for comparing different controllers are integral

squared error (ISE), integral absolute error (IAE) and integral time absolute error

(ITAE). These performance parameters are described by the expressions written in Eq.

42. IAE, ISE and ITAE provide a quantitative measure of a controllers’ ability to force

the error to zero. A lower value of these parameters show that the controller is able to

achieve the required reference faster and with less effort.

IAE =
∫ t

0
‖e(τ)‖dτ

ISE =
∫ t

0
(e(τ))2 dτ

ITAE =
∫ t

0
t · ‖e(τ)‖dτ

(42)

4.5. Design Methodology

The same test setup shown in Fig. 14 is used for the experimental evaluation

of the proposed controller. The design methodology can be divided into the following

steps:

1. Obtain the open loop step response of the current controlled induction motor

2. Obtain the FPDT model from the step response

3. Use the tuning rules for the integer order as well as the fractional order controllers

to design both integer order and fractional order controllers

4.6. FPDT model of the system

It has been mentioned in chapter 2 that the speed control loop of an induction

motor when operating under field oriented control, can be modeled as a first order plus

dead time (FPDT) system. The FPDT model of the system is obtained from the S-

shaped step response of the system.
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4.6.1. Obtaining the FPDT model. The PID Tuner toolbox in MATLAB

R14a is used to estimate the parameters of the transfer function from the step response

data. The values of these parameters are obtained by feeding the step response shown

in Fig. 44, to the PID Tuner toolbox in MATLAB R14a. The values of L, T and Kproc

are found to be 0.03062s, 9.43s and 609.43 rad/sec respectively as shown in Eq. 43.

The actual response in Fig. 44 matches the FPDT model response which shows that

the approximate first order induction motor model is in-fact accurate. It is important

to mention that the FPDT model should not be obtained through simulation, rather

obtained experimentally because the actual test on the motor can take into account non-

linearities as well as friction and actual inertia of the motor. Thus the FPDT model

obtained experimentally in Eq. 43 is used for both simulation and experimental studies.

Gident(s) =
609.43

9.43s+1
e−0.03062s (43)

4.6.2. Validation of FPDT model. After the model has been developed, the

step response of the actual model and the approximate model is compared in Fig. 44.

It can be seen that the response of the model obtained is very close to the actual motor

response.
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Figure 44: Step response of the system
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4.7. Design of PI controllers

The design of the integer order PI controller and the fractional order PI con-

trollers depends upon the time constant T , dead time L and the process gain Kproc.

These parameters are obtained from the FPDT model developed in the previous section

and is used to design both the integer order controllers and fractional order controllers.

The ZN-PI and CC-PI controller is designed by substituting the T , L and Kproc

in Eqs. 28, 29 and 30 respectively. FO-PI controller is designed using Eq. 32. The

corresponding Kp, Ki and α for the integer order and fractional order controller are

tabulated in Table 7. Another integer order controller is designed using the trial and

error technique (TE-PI) and the corresponding Kp and Ki are also tabulated in Table

7. Examination of the gains in this table shows that for the case of ZN-PI and CC-PI

tuned controller the gains obtained are comparatively high as compared to the FO-PI

controller which can potentially leads to the controller saturation and hence the perfor-

mance of the system degrades. The design of the fractional order controller requires the

determination of an additional parameter α which is the order of the integrator. For the

proposed FO-PI controller, this order is found to be 0.7.

Table 7: PI controller gains

Parameters FO-PI ZN-PI CC-PI Trial & Error

α 0.7 1 1 1

Kp 0.1406 0.4647 0.4649 0.01

Ki 0.0407 4.5993 4.5853 0.02

4.8. Simulations Results

The simulations are performed using the integer order and fractional order con-

trollers designed in the previous section and the results are compared using ISE, IAE

and ITAE performance measures.

63



4.8.1. SIMULINK model. Using the simulation model of an indirect field

oriented drive system developed in chapter 2, the PI controller used for speed control is

modified to implement the fractional order PI controller. The block diagram constructed

in SIMULINK is shown in Fig. 45 which is almost the same as the one used in Fig.

4 except the speed controller is replaced with either FO-PI controller or by any of the

integer order controllers (i.e. ZN-PI, CC-PI or TE-PI).

Figure 45: IFO drive system for FO-PI Controller

4.8.1.1. Implementation of fractional order controller. The fractional order

integrator and differentiator can be estimated using continued fraction expansions and

interpolation techniques (CFE), curve fitting or identification techniques [56] etc. The

CFE techniques used in the literature are Carlson’s method, Matsuda’s method etc. and

the curve fitting techniques are Oustaloup’s method, Chareff’s method etc. This work

uses the Oustaloup’s approximation of the differintegral operator which is defined by

the transfer function (H(s)) shown in Eq. 44 where α is the order of the integral or

differentiator and ‘N’ is the number of terms in the expansion. The constant ωu is

determined from the upper (ωh) and lower (ωh) bounds on the frequency. The value

of ωo and ώo is then calculated from the ωu as shown in the Eq. 46. Similarly, the

constants ωk and ώk are determined from the Eq. 47. The Oustaloup’s approximation

is implemented in SIMULINK using the ‘Ninteger’ toolbox [57] as shown in the block

diagram in Fig. 46 [57].
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H (s) =C
N

∏
k=−N

1+ 1
ωk

1+ 1
ώk

(44)

ωu = 2
√

ωhωb (45)

ωo = α
0.5

ωu

ώo = α
−0.5

ωu

(46)

´ωk+1 = ηωk

ωk = αώk

(47)

Figure 46: SIMULINK block using Oustaloup’s approximation

4.8.2. Step response. In order to test the performance of all the controllers,

the step command of 1400 RPM is set as reference and the corresponding step response

is shown in Fig. 47. It can be seen from the plots that the CC-PI and ZN-PI controllers

have the highest overshoot of 60.36% while the TE-PI controller has the overshoot of

16.42% i.e. lesser than both the CC-PI and ZN-PI controllers. The FO-PI controller has

5.7% overshoot which is lowest compared to all the other three controllers.

The results in terms of ISE, IAE and ITAE are plotted in the bar graph of Fig.

48. The IAE, ITAE, and ISE are the highest in the case of the trial and error tuned

controller. This is because the induction motor takes a long time to settle to the reference

that leads to high settling time. The other two integer order controllers i.e. ZN-PI and

CC-PI controllers perform better than the trial and error controller. However, the FO-PI
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controller outperforms all three integer order controllers (IO-PI). These results indicate

that the FO-PI controller is promising for control of induction motors while requiring

less tuning effort than other integer order controllers.
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Figure 47: Step Response of all con-
trollers
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trollers

4.8.3. Square wave tracking. The controller performance is tested for 1400

RPM square wave tracking. The simulation results under FO-PI and IO-PI (ZN-PI, CC-

PI and TE-PI) controllers are shown in Figs. 49, 50. The controller parameters are kept

the same as tabulated in Table 7 for all of the simulations and experimental study. The

speed response of all the four controllers presented in Fig. 49 (a-d) shows that FO-PI

controller has an overshoot of 8.3% which is less than three integer order controllers.

The overshoot is highest in the case of CC-PI and ZN-PI controller i.e. 44.25%. The

TE-PI controller, as shown in Fig. 49 (d), has an overshoot of 30.83% which is lower

than CC-PI and ZN-PI controllers but higher than FO-PI controller.

It can be observed from Fig. 50 (b,c), that the CC-PI and ZN-PI controllers

require the maximum allowable quadrature current (iqs) for a longer period of time

during the transient to track the same reference as compared to the FO-PI controller.

The iqs for TE-PI controller, plotted in Fig. 50 (d), shows that it requires lesser control

effort than the CC-PI and ZN-PI controllers but its performance is poor as compared
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to the FO-PI controller. The magnitude of iqs in the case of both CC-PI and ZN-PI

controllers is 1A for approximately 3.33 seconds, every time the reference changes.

The FO-PI controller’s iqs is 1A for approximately 1.3 seconds. It can be concluded

from these results that FO-PI controller designed using the tuning rules presented in

section 4.3 result in lower overshoot while requiring lesser control effort as compared

to integer order controllers (CC-PI, ZN-PI, TE-PI).

4.9. Experimental Results

The performance of the proposed speed controller is evaluated on the drive sys-

tem represented by the block diagram Fig. 51 and developed using Lab Volt modules

shown in Fig. 14. The controller gains are kept the same as tabulated in Table 7. The in-

duction motor drive system is affected by the nonlinearities introduced due to the PWM

based three phase inverter as well as the nonlinear nature of the motor itself. Three

performance parameters, ISE, IAE, and ITAE as defined by Eq. 42 are used to compare

these controllers’ ability to accurately track the reference speed. Moreover, the control

effort required by the controller to track the reference is used to evaluate the torque per

amperes output of the machine. The currents plotted here are obtained after filtering

using a low pass filter with a cut-off frequency of 100 Hz.
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Figure 51: Fractional Order Proportional Integral based IFO drive system

4.9.1. Controllers’ speed tracking performance evaluation. The speed track-

ing performance of the drive system is tested by setting a square wave of 1400 RPM as

a reference. The step response of the drive system for all the four controllers is plotted

in Fig. 52. The overshoot observed for the CC-PI and ZN-PI controllers is the highest

as compared to all the other controlelrs. i.e. 53%. The overshoot is lowest in the case

of FO-PI controller and the value is calculated to be 4.3%. The TE-PI controller has the

overshoot of 14%. The observed percentage overshoot conforms to the ones observed

in simulations.
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Figure 52: Experimental results of step response at 1400 RPM
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The IAE, ISE and ITAE for the first 20 seconds, plotted in Fig. 53, shows that

the FO-PI controller performs better than the integer order controllers. The IAE, ISE

and ITAE at the end of 20 seconds is observed to be 38.75, 2494 and 1236 respectively

when the motor speed is regulated by the FO-PI controller. The CC-PI and ZN-PI

controllers performance is poor as compared to the FO-PI controller with IAE, ISE and

ITAE of 67, 4574 and 2114 respectively for both controllers. This poor performance

of the integer order controller is due to the high Kp and Ki gains. The TE-PI controller

shows a slight improvement over the other integer order controllers and the IAE, ISE

and ITAE observed are 59.32, 3258 and 1858 respectively.
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Figure 53: Comparison of step response performance of all controllers

The CC-PI and ZN-PI controller has an overshoot of 52.9 %, for the first step

of 1400 RPM, which is considerably higher than the 4.07% overshoot for the FO-PI

controller, thereby showing poor performance of CC-PI and ZN-PI controllers. The

overshoot, when the TE-PI controller is used, is observed to be 10% which is compar-

atively lesser than the CC-PI and ZN-PI controllers. However, its performance is still

worse than the FO-PI controller. The response of all four controllers for the square

wave reference can be compared from Fig. 54 (a-d). As the reference changes from
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Figure 54: Experimental results of square wave tracking at 1400 RPM (a) FO-PI con-
troller (b) CC-PI controller (c) ZN-PI controller (d) TE-PI controller

1400 to -1400 and vice versa, i.e. a step change of 2800 RPM, the percentage overshoot

is observed to be 6.5% when FO-PI controller is used. The overshoot reduces to 41.78%

for both CC-PI and ZN-PI controllers as compared to the overshoot when the reference

changed from 0 to 1400 RPM. In the case of TE-PI controller, the overshoot increases

to 27% when the reference changes from -1400 RPM to 1400 RPM compared to 10%

overshoot observed when the reference changes from 0 to 1400 RPM.

The high Kp and Ki gains of CC-PI and ZN-PI controllers force the use of high

control effort (i∗qs) which runs the controller into saturation. The command i∗qs and

actual iqs for all the four controllers are plotted in Fig. 55 (a-d). During the transient, all

controllers apply maximum control effort (i∗qs) to track the reference. However, during

steady state, when the motor is running at 1400 RPM, the FO-PI controller output (i∗qs)

is limited between 0.09 and 0.3711 (only positive control effort). The control output of

the CC-PI controller and ZN-PI controller (Fig. 55 (b,c)) constantly switches between

0.75 and -0.129 during steady state operation at 1400 RPM. Moreover, the mean of

the absolute values of control effort (i∗qs) observed in the case of the FO-PI controller

is 0.2693 which is lesser than the absolute mean of the control effort (i∗qs) observed in

the case of the CC-PI and ZN-PI controllers i.e. 0.3731 and 0.3749 respectively. The
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Figure 55: Control effort during square wave tracking at 1400 RPM (a) FO-PI controller
(b) CC-PI controller (c) ZN-PI controller (d) TE-PI controller

absolute mean of the control effort (i∗qs) in case of TE-PI controller is almost the same as

the FO-PI controller i.e. 0.266 which shows that FO-PI and TE-PI have similar steady

state characteristics. However, the lower control effort results in degradation of the

transient performance of the TE-PI controller. This indicates that the designed FO-PI

controller using the tuning rules presented above requires less control effort (i∗qs) than its

integer order counterparts (CC-PI and ZN-PI controllers) to track the same reference.

Thus FO-PI can also maximize the torque per ampere output of the motor.

4.9.2. Low speed performance and disturbance rejection. In this section,

the FO-PI controller performance is investigated for low speed tracking and disturbance

rejection. A step command of 50 RPM is set for testing the low speed tracking. Figs.

56, 57 show the performance of FO-PI, CC-PI, ZN-PI and TE-PI controllers. All four

controllers are able to track the reference; however, the CC-PI and ZN-PI controllers

require more control effect (i∗qs) as compared to the FO-PI controller. The absolute mean

value of the control effort (i∗qs) observed in the case of the FO-PI controller is 0.1859

which is again lower than the absolute mean value observed in the case of the CC-PI,

ZN-PI and TE-PI controllers which are 0.3178, 0.3076 and 0.2953 respectively. Thus
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Figure 57: Control effort during square wave tracking at 50 RPM (a) FO-PI controller
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the FO-PI controller gives better torque per amperes compared to integral PI controllers.

The controller tuned using trial and error is able to track the reference; however, the

motor responds to the step command after a large delay time.
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Next, the disturbance rejection of the controllers is evaluated by adding a step

load at 20 seconds when the motor is running at 1400 RPM followed by removal of the

load at 30 seconds. The speed response and iqs are plotted in Figs. 58 and 59 respec-

tively. The speed response of the FO-PI controller shows that the controller completely

rejected the disturbance. The CC-PI and ZN-PI controllers also rejected the disturbance

but by applying control input i∗qs much higher than the FO-PI controller. The FO-PI con-

troller applies an absolute mean control effort (i∗qs) of 0.633 which is less than the con-

trol effort observed in the case of the other two controllers, i.e. 0.7338 and 0.7868 for

CC-PI and ZN-PI controllers respectively. The trial and error tuned controller rejected

the disturbance with almost the same control effort (0.635) as the FO-PI controller, as

shown in Fig. 59, but the motor speed in case of TE-PI controller has a dip of about 200

RPM when the load is added and an overshoot of 200 RPM upon the removal of load.

Thus the TE-PI controller is not able to effectively reject the disturbance.
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Figure 58: Experimental results of disturbance rejection at 1400 RPM (a) FO-PI con-
troller (b) CC-PI controller (c) ZN-PI controller (d) TE-PI controller

4.9.3. Controller performance under detuning. The indirect field oriented

control of an induction machine depends upon the feed forward slip calculation and
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the knowledge of accurate rotor time constant is critical. However, the heating and

saturation effects can cause the motor parameters variation which results in detuning

of the machine. This work evaluates the performance of FO-PI and PI controllers for

a detuned machine. In order to test the controller performance under detuning, the

reciprocal of rotor time constant ( 1
Tr

) is changed as shown in Fig. 60 (a) while the motor

is running at the constant speed of 1400 RPM and further loaded with 0.2 N.m torque.

The speed tracking works very well as 1
Tr

is doubled and further halved in the case of

FO-PI controller. However, an overshoot of 20 RPM is observed as the 1
Tr

is returned to

its normal value at 58 seconds. The CC-PI and ZN-PI controllers maintain the speed but

as the detuning persists, both controllers start to destabilize and lose tracking. A high

overshoot is observed in the case of the TE-PI controller every time the 1
Tr

is changed.

The current iqs, plotted in Fig. 61, increases slightly to compensate for the

detuning effects. In the steady state, and when the machine is detuned i.e. 1
Tr

is set to

36, the i∗qs varies between the maximum value of 0.53 and minimum value of 0.26 in the

case of FO-PI controller. This range increases when the machine is controlled by the

CC-PI and ZN-PI controller i.e. 1.03 and -0.147. The i∗qs in the case of TE-PI controller

varies between 0.44 and 0.41 which is lower than the other three controllers but at the
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expense of a high overshoot. Varying 1
Tr

caused the CC-PI and ZN-PI controllers to

destabilize and motor speed oscillates about the reference. Moreover, motor vibrations

are also observed. These vibrations can be explained by the windup of the integrator

because the controller was able to return to stable operation after some time as can be

seen from Fig. 61 (c, d). The problem of windup is not observed when the motor is

controlled using FO-PI or TE-PI controllers.

76



Chapter 5: Conclusion and Future Work

This thesis attempted to improve the performance of an indirect field oriented

induction motor drive system by focusing on the optimum carrier frequency and PWM

mode selection of the inverter and the controller design for motor speed regulation.

Optimum carrier frequency selection reduced the harmonic and motor losses as well as

the total harmonic distortion (THD). Moreover, the SPWM and square wave modes of

operation are used in conjunction for high power and/or high speed applications. Thus

a seamless mode transition technique has been proposed in this work by forcing the

carrier frequency to zero for switching from square wave to SPWM and vice versa.

The inverter operation is switched from SPWM to square wave mode when the speed

increases above the base speed. The mode is switched back to SPWM when the speed

decreases below the base speed by activating the carrier frequency.

A nonlinear FO-PI controller was the second major focus of this thesis. The

designed FO-PI controller proved to perform better than the conventional integer order

controllers. A first order plus dead time model of the induction motor is developed

for the speed control of an IFO drive system, following which FO-PI and IO-PI (CC-

PI, ZN-PI and TE-PI) controllers are designed. A quantitative comparison made using

IAE, ISE and ITAE has shown that the FO-PI controller performs better as compared to

ZN-PI, CC-PI, and TE-PI controllers. A high overshoot is observed in both simulation

and experimentation when the drive system is tested for square wave tracking using

the three integer order controllers. However, the FO-PI controller showed compara-

tively negligible overshoot in both simulation and experimentation. Also, the torque

command current required by FO-PI controller showed that FO-PI controller provides

better torque per amperes output of the machine as compared to linear PI controllers.

The FO-PI controller further enhances the drive system performance with good distur-

bance rejection characteristics with minimal control effort as compared to the integer

order controllers. The FO-PI controller also exhibited better speed tracking for a de-

tuned IFO drive system while for ZN-PI and CC-PI controllers, not only the speed

tracking became poor but also an unstable motor operation has been observed.
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5.1. Summary

The major contributions of this research work can be summarized as follows:

1. A synchronous quadratic function for the PWM inverter is designed that synchro-

nizes the carrier frequency with the fundamental frequency of the motor such that

the motor losses and inverter switching losses are minimized through the entire

speed range of the motor. The design of the proposed function is based on the

analysis of the current at different carrier frequencies at different speeds to deter-

mine the optimum carrier frequencies.

2. A hybrid mode switching scheme is proposed that realizes seamless transition

between the SPWM and six-step mode of operation by simply forcing the carrier

frequency to zero. The proposed switching scheme ensures lower torque ripples

and a smooth transition from SPWM to six-step mode and vice versa.

3. A nonlinear fractional order proportional integral (FO-PI) controller for speed

regulation is designed. The proposed FO-PI controller has better disturbance re-

jection characteristics, lower overshoot and settling time, remains stable when

the machine is detuned and works well at low speeds, as compared to the conven-

tional integer order proportional integral controllers.

5.2. Future Work

One of the major suggested future work could be making the existing drive

system sensorless. Speed estimation allows the removal of expensive rotary encoders.

The speed sensor might not be practically feasible for some applications and it also

makes the drive system expensive. Furthermore, another recommendation is to power

the motor from a Lithium-ion battery bank and work on the energy management. This

will make the drive system emulate the hybrid and electric vehicle traction system.
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Appendix-A Experimental set-up details

Table A1: Lab setup modules description

MOSFET inverter (LabVolt 8837)

Maximum voltage 700 V

Maximum RMS current 1.5 A

Maximum peak current 3 A

Maximum switching
frequency

20 KHz

Dynamometer (LabVolt 8960)

Power rating 175 W

Load torque range 0 – 3 Nm

Power diodes (LabVolt 8842)

Peak voltage 1200 V

Maximum current 1 A

Smoothing Inductors (LabVolt 8325)

Inductance (used) 3.2 H

Maximum current 0.75 A

Hall effect current sensor (LEM LA-25 NP)

Maximum primary current 25 A

Supply voltage ±15V

Measuring resistor 220Ω
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Appendix-B SIMULINK models

Figure B1: Block: ‘Gating Signal Generation”

Figure B2: Block: ‘Fundamental Based Carrier Generation’
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Figure B3: Block: ‘Hybrid Mode Switching’

Figure B4: Block: ‘PWM Generation’
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