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Abstract

Cloud computing infrastructures are designed to support the accessibility and availability of various services to consumers over the Internet. Datacenters hosting Cloud applications consume massive amounts of power, contributing to high carbon footprints to the environment. Hence, Green Cloud computing solutions are needed within the Cloud datacenters that optimize the energy consumption. The main objective of this thesis is to address the problem of power and carbon efficient resource management in a Cloud datacenter. This work focuses on the development of a dynamic task scheduling algorithm to enhance the datacenter power efficiency over time. To achieve this objective, a formal optimization model is proposed using Integer Linear Programming (ILP) that minimizes the energy consumption in a Cloud datacenter. The model is verified using exact techniques and the Genetics Algorithm (GA) heuristic-based technique. Furthermore, an adaptive GA is proposed to reflect the dynamic nature of the Cloud computing environment. The proposed adaptive GA is validated by simulating an IaaS Cloud environment and conducting a set of performance and quality evaluation study in this environment. The results demonstrate that the proposed solution offers performance gains with regards to response time and in reducing the power consumption in the Cloud datacenter.

Keywords: Cloud computing; task scheduling; optimization; integer linear programming; power consumption; genetic algorithms.
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Chapter 1. Introduction

In recent years, Cloud computing has become one of the most talked about technologies and has captured the attention of service providers due to the opportunities it offers. It presents a different way to remotely use and manage various resources and services. This chapter illustrates the fundamental concepts of Cloud computing and the scheduling problem in the Cloud environment. Thereafter, a discussion on the problem investigated, the thesis contribution, and the thesis organization are introduced.

1.1. Cloud Computing

Cloud computing has been emerging as a successful paradigm for providing computing services to consumers. The availability of low cost computers, servers, storage devices, and high capacity networks motivated Cloud providers to expose underutilized resources as a utility to consumers over the Internet in a pay as you go manner. Those Cloud providers ensure the ultimate use of the provided services while guaranteeing high quality of service and customer satisfaction. There are various definitions to cloud computing. Buyya [1] defined Cloud computing as “A Cloud is a type of parallel and distributed system consisting of a collection of inter-connected and virtualized computers that are dynamically provisioned and presented as one or more unified computing resource(s) based on service-level agreements established through negotiation between the service provider and consumers”. This definition specifies the following characteristics of Cloud computing [1]:

- The increase of resource utilization through virtualization by creating multiple tenants from the physical resources.
- Dynamic creation and provisioning of services based on consumers’ needs and without human intervention from the service provider side.
- Isolation of the infrastructure from the users by presenting the underlying physical and virtualized resources as unlimited resources to consumers.
- Quality of service through the service-level agreements between the service provider and the consumer in order to ensure consumer’s satisfaction.

Another definition was proposed by The National Institute of Standards and Technology (NIST) that defined Cloud computing as “a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction” [2]. NIST states a set of characteristics that can be achieved by the proper planning and configuration of the physical resources and can be summarized as follows [2]:

- On demand self-service: users can provision resources without human intervention from the service provider side.
- Broad Network Access: authorized access and use of the resources hosted by the Cloud from heterogeneous devices.
- Resource Pooling: the process of increasing resource utilization through aggregating the physical resources in groups (pools) to create multiple tenants that serve multiple consumers at the same time. To attain resource pooling the underlying hardware should support virtualization which provides the abstraction of the physical layer by making pools from the physical resources.
- Rapid Elasticity: allows allocation and release of resources when needed based on the consumers’ requirements. Elasticity is possible because of resource pooling and on demand self-service.
- Measured Services: services offered by the Cloud are monitored and measured by the service providers for various purposes such as billing, effective use of resources, and capacity planning. Different service providers have different pricing models such as pay as you go, prepaid subscriptions, through resellers or enterprises agreements.

Both definitions consider the fact that Cloud computing environment should support virtualization of resources. These resources appear as unlimited resources to consumers using resource pooling and multi-tenancy. Also, the two definitions emphasized that users can lease and release resources based on their requirements without service providers’ involvement.

The services provided by the Cloud can be categorized to [2] Infrastructure as a Service (IaaS): in which consumers can rent and have access to the Cloud physical resources (compute, storage and network resources), Platform as a Service (PaaS)
where users are provided with a framework to build their own applications and manage these applications, whereas in Software as a Service (SaaS) consumers have access to applications hosted in the Cloud through web browsers or software interfaces. All the above mentioned characteristics and services can be deployed either on a public Cloud, private Cloud, community Cloud, or a hybrid Cloud [2]. On a public Cloud resources are made available to the public users over the Internet while the resources on a private Cloud are made available to a specific user or organization exclusively. On the other hand, serving a group of consumers that share the same interest is done by deploying a community Cloud. Any of the previously mentioned deployment models can be mixed to make a hybrid Cloud.

The Cloud infrastructure is made of server farms or datacenters to support accessibility and high availability of services to consumers. This work focuses on providing infrastructure services in a way that will contribute in minimizing power consumption in a datacenter. The Cloud services are usually deployed in datacenters that contain thousands of physical resources. However, to meet the growing demand for services, Cloud computing provides high performance resources that result in a notable increase in energy consumption. Hence, solutions are required to optimize energy in Cloud datacenter.

Cloud datacenter resources (computation, storage, and network) are heterogeneous. Computation resources are the collection of physical machines (servers and hosts) that are placed in data centers to provide processing capabilities and to efficiently manage the Cloud infrastructure, execute software to deliver software and platform services, or leased to consumers. Storage systems on the other hand are used to store and retrieve Cloud data, applications data, and consumer data. Network resources are used to connect the compute resources to each other, connect compute resources to the storage resources and connect Clouds (via WAN).

The major resources that consume massive power in datacenters are compute servers, storage servers, interconnecting networks (switches/routers), cooling systems, and electrical devices (UPSs) [3, 4]. Along with these resources, service providers should keep in mind a set of factors that can result in an increase in power usage such as [4]: the design and implementation of software applications that might result in higher power consumption than required due to the high CPU and memory usage, the
tradeoffs between QoS and power consumption (SLAs between providers and consumers that states extra resources) and the proper use of network bandwidth.

Cloud computing make use of technologies that are not available in traditional computing to achieve better utilization and performance. One of these technologies is virtualization which enables the consolidation of underutilized servers to a set of virtual machines running on the same physical machine. Other techniques such as dynamic provisioning of resources during high demand periods and multi-tenancy management. Furthermore, VM consolidation and VM migration through the use of virtualization, demand projection, heat management and temperature-aware allocation, load balancing and task scheduling [4] are used as basic techniques for minimizing energy consumption in Cloud environments. This work focuses on task scheduling that optimizes the energy consumption in the datacenter.

1.2. Scheduling in Cloud Computing

Generally, schedulers allocate tasks to resources based on some constraints and objectives. The Cloud infrastructure logical layered architecture is depicted in Figure 1.1, where each layer depends on the services provided by the lower layer. The Cloud infrastructure layers are as follows:

- **The Physical layer** consists of Cloud datacenter resources such as compute systems, storage systems, and network resources.
- **Virtualization layer** aims on abstracting the physical layer by making multiple virtual instances and pools the physical resources. This is achieved by deploying the virtualization software on the physical resources.
- **The Control layer** is responsible for configuration, provisioning, and monitoring of resources. It is also responsible for task scheduling by taking the requests from the service and the orchestration layers and executing tasks based on the workflow defined at the orchestration layer.
- **The Service Orchestration layer** is responsible for orchestrating the execution of the requests coming from the Cloud consumers.
- **The Service Layer** provides functional and management interfaces in order to enable the creation of services by providers and the utilization of these offered services by consumers.
Scheduling in the Cloud infrastructure is done by the control layer. Scheduling is the allocation of resources (physical or virtual) to execute tasks at specific time to achieve quality of solution such as minimizing the energy consumption. Scheduling problems can be modeled as optimization problems that require finding the best solution among all the feasible solutions. This problem is classified as an NP-hard problem [5].

![Cloud Logical Architecture](image)

Figure 1.1: Cloud Logical Architecture

The scheduling problem can be classified to three categories based on the nature of the environment:

- Centralized scheduling [6], a single scheduler is responsible for decision making and for mapping tasks to the available resources. In this scheduling scheme, the knowledge about the resources and tasks and the control are centralized.

- Distributed scheduling [6], is more complex than the centralized scheduling where the knowledge is distributed and the control is centralized.

- Decentralized scheduling [7], is more complex than distributed scheduling, where the knowledge and control are distributed and each entity is responsible for making the scheduling decisions based on its policies and objectives.

Furthermore, scheduling problems can be categorized as either static scheduling [8] or dynamic scheduling [8] depending on the nature of the scheduling problem and
can be solved by finding the optimal (exact) or near optimal solution through heuristic algorithms.

- In static scheduling tasks and resources are known in advance and a schedule is defined before the execution of the algorithm with less runtime overhead.
- In dynamic scheduling, tasks are not known in advance and resources can join and disjoin at any time. Dynamic strategies can be further classified to an online mode [9] in which the scheduler considers only the newly arrived task for scheduling (e.g. Most-Fit Algorithm) and a batch mode [9] where the newly arrived task will cause the scheduler to reschedule the new and the previously waiting tasks (e.g. Min-Min Algorithm[6]).

In the Cloud environment, task scheduling process is done in the control layer and can be generalized in three stages [10]: (a) the resources discovery and filtering in which the scheduler collects information about the available resources, (b) the resource selection for deciding the appropriate resources based on performance, availability and capacity, and (c) the task submission in which the incoming tasks are submitted to the selected resources for execution. The incoming tasks can be characterized by the requirements (computation, storage, and network) requested or by their priority, size, deadline, arrival time, waiting time, start time, or pre-emption.

1.3. Thesis Objective

Nowadays, most organizations depend on the Cloud infrastructure for the operation and development of their business without the need to worry about purchasing, configuring, and monitoring their own infrastructure. However, from service provider's perspective, the growing demand of Cloud infrastructure services result in an increase in energy consumption and generates high carbon emissions. A recent article mentioned that the world’s data centers used about 416.2 terawatt hours of electricity in the last year [11]. Hence, there is a need for moving towards decreasing this level of usage while preserving the quality of service and meet the Service Level Agreement (SLA). Consolidation of VMs and VM migration, scheduling, demand projection, heat management and temperature-aware allocation and load balancing are some of the techniques used for minimizing the energy consumption in the Cloud infrastructure [4].
Most of the research done for minimizing energy consumption in Cloud computing focused on one type of resources which is compute resources. In addition to compute resources, this work also considers storage, network resources, and cooling systems within a datacenter. Furthermore, with the world moving toward green environment, this work proposes a solution for optimizing power consumption in Cloud datacenters that will result in less carbon emission and hence saves energy.

This work aims at developing a model and an algorithm for optimizing energy consumption in an IaaS Cloud by scheduling the incoming tasks to resources in such a way that consumer demands are met and the Cloud datacenters energy is optimized. The focus will be on a Cloud that consists of one datacenter and owned by a single service provider. This datacenter consists of resources such as compute resources, storage, and network resources with constraints like processing power, memory capacity, and bandwidth. The scheduling process will take into consideration the requirements of the incoming tasks (e.g. resources requirements and deadline).

1.4. **Research Contribution**

This work contribution is summarized as follow:

1- Formulation of an integer linear programming model for optimizing energy consumption over time for Cloud computing IaaS.

2- Validation of the ILP model using optimization-modeling software (Lingo™) that is based on optimization exact solution method and a heuristic Algorithm (Genetic Algorithm) that gives near optimal solution.

3- Proposing an Adaptive Genetic Algorithm for dynamic task scheduling in the Cloud environment.

4- Simulation of Cloud IaaS and testing the proposed algorithm in the simulated environment.

5- Quality of Solution (QoS) result experimentation of the adaptive GA by comparing current approaches versus our proposed approach.

1.5. **Thesis Organization**

The thesis is organized as follows: Chapter 2 presents the literature review on task scheduling and optimization of energy consumption. Chapter 3 presents the
formulation of the linear programming model and the validation of this model. Chapter 4 illustrates the proposed Adaptive Genetic Algorithm, its phases and workflow. Chapter 5 presents the experimentation and results.
Chapter 2. Background and Literature Review

Task scheduling is a key focus of Cloud computing and the way it is implemented has a direct impact on the Cloud performance and the quality of service. In general, scheduling is performed to optimize different objectives such as total completion time, total cost, total energy consumed, or any other objective depending on different users’ constraints. This Chapter presents a review of the scheduling problem, the algorithms and techniques used to achieve different objectives, and illustrates what researchers did to optimize energy consumption.

2.1. Scheduling Problem

Most of the scheduling problems are subject to optimization objectives and feasibility constraints and can be solved by finding a solution within the feasible region using either exact or heuristic methods [12]. Exact algorithms are guaranteed to give the optimal/exact solution to the problem but with a dramatic increase in run-time. Some examples of exact algorithms include: Simplex Algorithm and Branch and Bound Algorithm.

- Simplex Algorithm:

  It solves optimization problems that are in standard form. The Simplex method is an iterative method that starts from a vertex in the feasible region and tests the adjacent vertices of the feasible region until it reaches a vertex that gives the optimum solution [13].

- Branch and Bound Algorithm:

  This algorithm searches the solution space (feasible region) to form a tree of possible solutions. It starts by initialization for finding a good initial solution that is counted as an upper bound. Then it branches the solution space into smaller sub problems (partial solutions) and it keeps on bounding these partial solutions to decide which one will be branched next and which will be discarded [14].

  In this work, an optimization tool (Lingo™) will be used to find an exact solution to the proposed linear programming model. This tool uses branch and bound algorithm to find the exact solution.
On the contrary, heuristic algorithms do not guarantee finding the optimal solutions to decrease the run-time (converge fast) and only attempt to yield a good solution (near optimal). These algorithms include:

- First Come First Serve Algorithm (FCFS) [15]: in which tasks that come first in the queue will be scheduled and processed.
- Round Robin Algorithm [15]: where CPU time is divided equally between the tasks in a round robin fashion and will be paused if the time slice is expired and the task will be placed at the back of the ready queue.
- Min - Min Algorithm [15]: assigns small tasks to the resources that give the minimum completion time. Longer tasks have to wait till all the small tasks finish which may cause starvation and increase the total completion time.
- Max - Min Algorithm [15]: is similar to the Min – Min algorithm except that it executes large tasks first on resources with minimum completion time and the smaller tasks have to starve.
- Priority Scheduling Algorithm [8]: Each task is assigned a priority and scheduled accordingly. Equal priority tasks are scheduled in First Come First Serve order.
- Ant Colony Optimization [16] is a population based probabilistic algorithm that searches for optimal solution based on the behavior of ants seeking a path between their colony and a source of food. Ants lay down pheromone trails and shorter paths will have higher pheromone levels than longer ones.
- Honey Bee Foraging Algorithm [17] is another population based algorithm that mimics the food foraging behavior of honey bee colonies and it performs neighborhood search to find better solutions.
- Particle Swarm Optimization algorithm is inspired by social behavior of bird flocking and has been used in many areas: function optimization, artificial neural network training, fuzzy system control. It starts by having a population of candidate solutions and iteratively tries to improve these candidate solutions [18].
- Genetic Algorithm [19] begins its search with a random set of solutions. All solutions are assigned a fitness which is directly related to the objective function and it modifies the solution by applying the three operators similar to natural
genetic operators: reproduction, crossover, and mutation. This algorithm will be used to find a near optimal solution to the proposed ILP model.

2.2. Scheduling in Cloud Computing using Heuristics

Many researchers proposed algorithms for task scheduling in cloud computing with different parameters and characteristics to achieve a specific goal like minimization of makespan, minimization of response time, maximization of datacenter throughput, or increasing resource utilization.

In order to minimize the makespan, a task scheduling strategy was proposed in [20] and [21] with the assumption that multiple independent tasks form a single job. In the first strategy, the datacenter is composed of clusters of heterogeneous computation servers. The task scheduler is responsible for the proper assignment of resources to tasks based on the minimum completion time. The second proposed algorithm called A Group Leaders’ Optimization Algorithm in which the problem space is divided into groups and each group has members (10 members) that consist of tasks and resource for each task which are chosen randomly in the initial population production. A fitness value is calculated for each member of each group so that the member with the best fitness value is selected as the group leader. For each old member, a new member is created based on the old member, the leader and a random value and is placed in the old member location if its fitness value is better than the old one. The previous steps are repeated according to a determined number of steps and the leader with the best fitness value is chosen as the problem solution. However, it is very hard to guarantee that tasks coming from cloud consumers are independent from each other.

In [22], an Artificial Bee Colony algorithm was used to minimize the makespan and waiting time. Each task has a number of operations and a known sequence among them and can be processed on one machine. The cloud nodes process one operation at a time. A random solution is generated for each bee in the initialization phase and then the bees search for a better solution around the randomly selected one till they find the best solution based on the fitness value. A work proposed in [23] took customer satisfaction into consideration and it used Ant Colony Optimization to minimize makespan, resources consumption and achieve high user satisfaction. The scheduling problem is represented by a graph that contains the VMs, the independent tasks and the
edges that connect between them and ants are placed at the starting VMs randomly. Ants build solutions by moving from the first VM to another until all tasks are allocated and till they reach the maximum number of iterations. In every iteration, the length of the tour is calculated, the current optimal solution is updated with the best-founded solution and tasks are assigned to VMs for execution.

The work in [10] proposed a generalized priority based algorithm in which tasks and VM were prioritized based on their size (MI) and processing speed (MIPS) respectively. Tasks with higher sizes and VM with higher processing speed have higher priority. Their environment has multiple datacenters and a broker is responsible for scheduling tasks with higher priorities to VMs with higher MIPS. The results showed that the priority based algorithm has better response time than FCFS and Round Robin.

Resource utilization is another issue related to scheduling in cloud computing. In [24] authors used a dynamic scheduling algorithm in a client server environment - consists of one virtual cloud user and one virtual cloud server that contains the controller server, storage controller and the storage servers. Tasks are requests for uploading and downloading files of any type. The algorithm calculates the load of each node and achieves load balancing because controller server will forward tasks to servers with the least number of tasks while full servers will be excluded. The performance of this system was compared to the FCFS algorithm and the authors found that their proposed algorithm takes less time to complete a task and it distributes load evenly among nodes.

Multi objective task scheduling algorithms were investigated in [25, 26] to improve datacenter throughput and reduce cost without violating SLA. In both work the cloud is made of multiple service providers and each service provider manages multiple datacenters so a cloud broker is responsible for scheduling the received tasks to the allocated VMs in order to minimize the execution time. Each VM has an ID and MIPS value while each task has an ID, a QoS value and a size (Million Instructions). The broker requests the QoS of received tasks from the service providers to assign high priority for low QoS tasks. It also takes the list of VMs created in the datacenters to use MIPS value for assigning VM’s QoS. High priority tasks will be assigned to high QoS VMs and this result in better execution time and throughput in comparison to the FCFS and the priority algorithm.
A Bandwidth-aware task scheduling (BATS) algorithm was studied in [27] that not only consider task resource requirements for CPU and memory but also the network bandwidth requirements to minimize the total time to finish tasks. The Broker is responsible for accepting the tasks from the users and the list of the VMs with their computing power and bandwidth from the datacenters. It uses this information to build a nonlinear programming model and pass this model to be solved by Lingo™ solver. The result is the optimized task allocation scheme (proper number of tasks assigned to each VM). Then the broker distributes tasks to the VMs based on the optimized scheme that minimize the total time to complete all tasks.

GAs have been extensively used for finding the optimal solution to the task scheduling problem in cloud computing. A study [28] used a Modified Genetic Algorithm with the objective of makespan minimization. The initial population (possible solutions) was generated by using the Enhanced Max-Min algorithm. The evaluation of these solutions (chromosomes) was done by applying a fitness function in order to pinpoint the solution with the least makespan. Furthermore, single point crossover and mutation were done to the selected solutions to generate fitter solutions. Again, this work was made based on the assumption that tasks are independent. Authors in [29] proposed an improved version of GA and they compared its performance to the standard GA. The only difference is that they used Min-Min and Max-Min algorithms in the generation of the initial population to generate chromosomes that are fitter. They proved the improved genetic algorithm results in reduction in the execution time and proper utilization of resources. Another work that aims to minimizing the completion time and maximizing resource utilization using Tournament Selection Genetic Algorithm was presented in [30]. Tournament selection is used to choose the parents for the generation of new children. If there is a good solution but it is not selected in the crossover process it will not be removed from the list but it will be reserved to the next selection iteration and this what makes the proposed algorithm different from the previous ones.

2.3. Scheduling for Minimizing Power Consumption in Cloud Computing

For power consumption in cloud environment, researchers proposed different ways to reduce the amount of power consumed in datacenters and minimize carbon emission levels without compromising the quality of service. Scheduling is one of the
techniques that used in cloud computing in order to minimize the power consumption. In [4] authors mentioned that the Power Usage Effectiveness (PUE) and the Datacenter Infrastructure Efficiency (DcIE) are the two metrics used for measuring datacenter power efficiency and they proposed a framework to make green cloud by keeping track of energy usage of fulfilling users requests while meeting providers goals. In this framework, all users submit their requests to the Green Cloud Broker that selects based on users QoS the greenest provider (with less power consumption and carbon emission) to serve the request. The service providers who offer computational resources to execute HPC applications place their green offers (green services, prices and time) in a public directory accessed by the Green Broker which in turn will take all the data related to energy efficiency from the Carbon Emission Directory. The Green Broker selects the set of services with the least carbon emission after calculating the carbon emission of all the cloud providers offering the requested services.

To prove the Green framework efficiency, the authors studied five policies – Green and Profit oriented- used by the Green Broker for scheduling:

- Greedy Minimum Carbon Emission (GMCE): User applications are assigned to providers based on their carbon emission.
- Minimum Carbon Emission - Minimum Carbon Emission (MCE-MCE): applications are assigned to providers with minimum carbon emission due to datacenter location and application execution.
- Greedy Maximum Profit (GMP): user applications are assigned to providers that will execute them fast and with maximum profit.
- Maximum Profit - Maximum Profit (MP-MP): this considers the profit and applications deadline.
- Minimizing Carbon Emission and Maximizing Profit (MCE-MP): user applications are assigned to providers with minimum carbon emission and maximum profit.

And they found that the green policies reduce the carbon emission and energy consumption by 20% and have minimal effect on provider’s profit.

A task scheduling algorithm was proposed in [3] as an integer programming problem for minimizing data center power consumption with respect to task response
time and the number of servers required for processing a task in a specific time frame. The work focused on minimizing the number of active servers with an assumption that a complete task is assigned to a single server and the network provides enough bandwidth to avoid delays. It is stated that the energy consumed by datacenter server is a sum of the total number of tasks assigned to a server, the processing time for each task and the power consumed by the server to process each task. The objective is to find an optimum assignment of tasks in order to minimize servers processing time which in turn will minimize the total energy. The proposed algorithm is called the most-efficient-server-first scheme and it contains a central task scheduler that maintains a sorted list with the most energy efficient servers on top. For a datacenter with single server type, the scheduler starts by assigning the incoming tasks to the most energy efficient servers then the servers update their energy consumption profile at the central scheduler. If these energy efficient servers are full, the newly arrived tasks will be scheduled to less energy efficient servers. This scheme did not consider the tasks deadline and the writers did experiments with only one datacenter that has servers of one type. They concluded that this scheme consumes more than 70 times less on server energy than a random-based task scheduling scheme. The random-based scheduling scheme schedules tasks to servers randomly without considering any additional constraints except available queues in each server.

The Dynamic Voltage and Frequency Scaling (DVFS) technique can be used to reduce the power consumption of IT equipment. In [31], researchers provide a scheduling algorithm using this technique in order to reduce power consumption, increase resource utilization and meet SLA requirements. In their work, servers and VMs are denoted by the minimum and maximum working frequency, weight and priority and also a specific SLA level that the consumer choose (the higher the level, more VMs are created). The system architecture consists of the job submission in the form of minimum and maximum amount of resources in frequency and the SLA, the VM manager: that sends the received job requirements and the state of the resources to the scheduling algorithm and creates VMs, deploy the job on them, and shutdown the servers and VMs that are idle, the scheduling algorithm: responsible for calculating the weights of the available resources and sort them in increasing order, selects the resource that satisfy the job requirements, its SLA, and consumes the least energy, DVFS controller: sets applicable supplies of voltages and frequencies to servers according to
their resource requirements. Another energy efficient scheduling algorithm of deadline-constrained applications using the same technique was proposed in [32]. Their data center consists of homogenous physical hosts with different number of cores, VMs with dedicated cores, and a Resource Management System (RMS) installed in the PaaS layer. The RMS coordinates the execution of the urgent CPU-intensive BoT applications and manages the frequency and voltage of each core. The power consumed by a host is a function of the frequency level of each of its cores and the hosts that are not in use will be suspended until one of their VMs is required. The proposed algorithm scales the frequency and voltage of CPUs assigned to VMs to execute the tasks before the deadline. Submitted jobs consist of information about the tasks that compose the job, the estimated runtime of each task, and a deadline for the job to complete. The algorithm works as follow: for every arrived task, it iterates over the VMs till it finds the suitable one, insert the task in the queue of that VM and then sort the queue in ascending order of task deadlines. The next step is the calculation of the lowest frequency that can be used to meet the deadline of all tasks, if the highest frequency of a VM cannot meet the deadline then this VM is not suitable for the selected task. Authors of [33] proposed an algorithm that uses DVS in order to consolidate the load, hence maximize resource utilization, and minimize power consumption. In their environment, the tasks are fetched by the datacenter broker and grouped based on their size to high computing tasks, medium computing tasks and low computing tasks. The resources are grouped to resources that run in maximum frequency, medium frequency and low frequency and assigned to the incoming tasks accordingly. The algorithm starts by calculating the instruction length for each task and high computing tasks are scheduled to resources with maximum frequency, medium computing tasks to resources with medium frequency and so on. The scheduling within the resource is based on First Come First Serve and if one of the tasks in medium or low frequency resources fails it will be rescheduled to the high frequency resource. A multi-objective task scheduling algorithm that uses the DVFS called Green Task Scheduling (GTS) was presented in [34] to minimize the makspan, cost and energy consumption by minimizing the number of active servers. In the proposed environment, they have a cloud controller who takes service requests from consumers and sends the information about these requests to the GTS algorithm. The algorithm finds the proper schedule and sends it to the green service allocator that allocates the tasks to the VMs. The DVFS
technique is used to turn on/off unused machine and set the proper frequencies to the running machines. Through experimentation, the Green Task Scheduling Algorithm reduced the makespan and the energy consumption in comparison with FCFS, Shortest Job First and Round Robin.

Load Balancing is another technique used for minimizing power consumption in Cloud computing. In [35], authors proposed a Preemptive Priority Based Job Scheduling Algorithm for load management, minimizing energy consumption and maximizing revenue. This algorithm schedules tasks to compute resources based on energy requirements and uses the DVFS to set resources frequency based on the load. The jobs are submitted to the VM manager in terms of the amount of frequency required; the VM manager calculates the weights of the available servers in terms of power cost and submits the jobs and the weights to the scheduling algorithm. The algorithm selects the server that consumes the least energy and assigns the VM in this server to perform the job. The proposed algorithm is preemptive in such a way that if a received job has higher priority than an executing job, the latter will be suspended and added to the ready queue. Instead of assigning priority to the received jobs, authors in [36] proposed a Shortest Job First scheduling algorithm to minimize the number of active servers and hence power consumption. This algorithm uses the Dynamic Power Management (DPM) scheme to assign the shortest jobs to the servers that execute them with minimum processing rate. In [37], researchers proposed an algorithm that focuses on the natural behavior of fireflies called Firefly algorithm to balance the load in Cloud datacenters. The algorithm starts by the generation of initial population of fireflies and evaluating the fitness of the generated fireflies by the objective function. The brightness function (i.e. objective function) is a load function with less bright firefly is counted as under loaded node. The aim is to take all nodes to a threshold level of load.

Authors in [38] proposed an algorithm that assigns more tasks to the virtual machines that will execute them with lower energy consumption under the premise that the makespan is within a threshold value. The algorithm sorts the tasks based on their size and sorts the VM based on the processing speed. Then, for each task in the list it selects the VM that can execute the assigned task with minimum speed. If the selected VM does not meet the deadline of the task, this VM is marked as unusable and the
algorithm search for another VM. Through the experimentation, authors proved that the speed of VMs has a major effect in energy consumption.

Moreover, lots of research has been done in the area of green computing and the optimization of power consumption in the cloud environment using genetic algorithm. In [39], authors proposed a genetic algorithm with the goal of scheduling tasks based on the available resources and the energy consumption. In this work, the chromosome is made of genes equal to the number of tasks and the value of each gene is a positive integer between 1 and the number of virtual machines (each field represents the VM number assigned to the task). The fitness function sorts the VMs based on their energy consumption and the ones with minimum energy are used for the crossover and mutation. The results show that the proposed method is more scalable and has lower energy consumption in comparison to First-Fit Decreasing and Best-Fit Decreasing algorithms. Minimizing the makespan as well as the power consumption was the objective of the authors in [40] by using the Dynamic Voltage Scaling (DVS)-dynamic adjustment of processors voltage - to minimize energy consumption. They proposed two algorithms to define the fitness and select individuals in the genetic algorithm (Energy Consumption Time Unify Genetic Algorithm (ETU_GA) and Energy consumption Time Double Fitness Genetic Algorithm (ETDF_GA)). In the first algorithm, the fitness function is made of the sum of the makespan and the total power consumed. Each individual is given a probability based on its fitness over the total fitness and the selection is based on this probability. The second algorithm on the other hand defines two fitness functions, one for the makespan and the other one for the power consumed. Then for each individual it computes a probability for every fitness value and selection is based on Roulette wheel method.

Researchers in [41] proposed a task scheduling algorithm that uses GA in order to fully utilize all compute nodes while reducing the total power consumed by the Cloud. Tasks are submitted to the Cloud and the service scheduler is responsible for allocating tasks to resources. The chromosomes are made of genes that are equal to the number of tasks and their values represent the allocated resource ID to the task. Initial population is created randomly; the fitness function calculates the makespan of giving task execution pattern and the Roulette wheel method is used for selecting the individuals for the reproduction. A single point crossover and random mutation were
used with the constraint that each task should be assigned to one resource only and it shouldn’t exceed the maximum utilization capacity. A different approach was presented in [42] that use genetic algorithm in order to balance the load across cloud resources and hence avoid overheating which will result in reducing the amount of power consumed. In this approach, each individual is made of the node numbers and the load assigned to each node. The fitness depends on the energy consumption, the node load and the average load. Each individual will have a fitness value equals to the sum of the difference between the node load and the average load. A two-point crossover is used and the parents and the newly created children are of different sizes but with the same total load. Parents and children are made of different sizes to allow for shutting down the nodes with no load and therefore reducing power consumed. Also for each individual in the mutation phase, two randomly selected points are chosen to sum their load and distribute the sum equally between them. This approach did not concentrate on tasks related constraints.

Another energy aware task scheduling using genetic algorithm was presented in [43] for minimizing the makespan and the energy consumption in cloud datacenters. The energy consumption for an application execution on a VM is given by the power of the VM multiplied by the execution times of the application with the constraints that the application should be executed before the deadline and consideration of the minimum energy to be consumed when a task is assigned to a VM. The cloud service provider receives the applications requests that consist of number of jobs and contain information about the execution time of the application, the number of VMs needed and the deadline. Then the energy value for each application is calculated and if the value is greater than a threshold, the application will be forwarded to the cloud task manager. These requests will be forwarded to the energy-aware scheduler who will decide which tasks will be scheduled to which machine based on the genetic algorithm.

Most of the previous work in the subject, as presented in the literature focused on a specific type of resources (computational) and the power consumed by these resources without considering the effect of other resources in power consumption. This thesis considers the scheduling of tasks to the different types of resources based on resources’ capabilities and the tasks’ constraints such as execution time, start time and
deadline. In this Thesis, the scheduling problem is formulated as an integer linear programming (ILP) model with the objective of minimizing power consumption.
Chapter 3. Methodology

This work aims on resolving a specific class of the scheduling problem within Cloud computing. This Chapter describes the scheduling problem within the Cloud environment and presents an optimization model. The proposed model is validated using Lingo™ Solver that finds the exact optimal solution \([48]\).

3.1. Cloud Computing Environment

The Cloud environment consists of two types of entities namely, Cloud consumers and providers. The Cloud providers are the entities that provide resources and/or services to be consumed. Cloud consumers are the entities that consume resources and/or services provided by the Cloud provider. This section provides an overview of the nature of the Cloud consumer environment in the tasks’ form and the providers’ perspective in the form of resources.

The Cloud physical computational resources are categorized based on: processors architecture: such as Intel and AMD; processor speed; number of cores, and memory capacity. Moreover, storage resources can be characterized based on the storage type, storage capacity, and speed.

On the other hand, tasks can be characterized either by: their size in Millions of Instructions; priority; time element (arrival time, start time, waiting time, and deadline); dependency between tasks; and preemption. The Cloud environment can be composed of single or multiple datacenters that are managed by one or multiple service providers. The focus of this work will be on a Cloud that consists of one datacenter and owned by a single service provider.

3.1.1. Cloud Provider. The Cloud environment is made of \(N\) data centers \(DC = \{DC_1, DC_2, \ldots, DC_N\}\) where each datacenter contains number of resources \(R\). These resources are:

- \(M\) Computational Resources \(R^C = \{R^C_1, R^C_2, \ldots, R^C_M\}\) where \(R^C_i = \{e_i, s_i, m_i, ar_i\}\), and
  \(i = 1, \ldots, M\).
  
  \(e_i\): Number of cores of computational resource \(i\).
\( s_i \): CPU speed of computational resource \( i \).

\( m_i \): Memory of computational resource \( i \).

\( a r_i \): Processor architecture of computational resource \( i \).

- **Number of Storage Resources**
  
  \[ R^s = \{ R^s_1, R^s_2, \ldots, R^s_O \} \]
  
  where
  
  \[ R^s_j = \{ \text{cap}_j, \text{st}_j, \text{sp}_j \} \]
  
  and
  
  \( j = 1, \ldots, O \).

  \( \text{cap}_j \): Capacity of storage resource \( j \).

  \( \text{st}_j \): Type of storage resource \( j \).

  \( \text{sp}_j \): Speed of storage resource \( j \).

- **Network Resources**
  
  \[ R^n = \{ R^n_1, R^n_2, \ldots, R^n_P \} \]
  
  where
  
  \( R^n_k = \{ b_k \} \)
  
  and
  
  \( k = 1, \ldots, P \).

  \( b_k \): Bandwidth of network resource \( k \).

### 3.1.2. Cloud Consumer

The tasks from consumers can be presented as a set of \( Q \) tasks \( T_q = \{ T_1, T_2, \ldots, T_Q \} \) where each task can have different requirements presented as \( T_q = \{ R^c_{e,q}, R^c_{s,q}, R^c_{m,q}, R^c_{ar,q} \} \). Each task can request a specific capability within a resource such as:

\( R^c_{q} = \{ R^c_{e,q}, R^c_{s,q}, R^c_{m,q}, R^c_{ar,q} \} \),

\( R^s_{q} = \{ R^s_{cap,q}, R^s_{st,q}, R^s_{sp,q} \} \) and \( R^n_{q} = \{ R^n_{b,q} \} \). Also, tasks can have a start and end time requirements.

Where:

- \( q' = 1, \ldots, Q' \), is a task requesting computational capability.
- \( q'' = 1, \ldots, Q'' \), is a task requesting storage capability.
- \( q''' = 1, \ldots, Q''' \), is a task requesting network capability.

\( R^c_{q} \): Required computational resource by task \( q' \).

\( R^c_{e,q} \): Required number of cores \( e \) by task \( q' \).

\( R^c_{s,q} \): Required CPU speed \( s \) by task \( q' \).

\( R^c_{m,q} \): Required memory capacity \( m \) by task \( q' \).

\( R^c_{ar,q} \): Required processor architecture \( ar \) by task \( q' \).

\( R^s_{q} \): Required storage resource by task \( q'' \).

\( R^s_{cap,q} \): Required storage capacity \( cap \) by task \( q'' \).

\( R^s_{st,q} \): Required storage type \( st \) by task \( q'' \).
\[ R_{sp,q'''r}^s : \text{Required storage speed } sp \text{ by task } q'''. \]
\[ R_{q'''n}^n : \text{Required network resource by task } q''''. \]
\[ R_{b,q'''n}^n : \text{Required network bandwidth } b \text{ by task } q''''. \]
\[ T_{q,st} : \text{Start time of task } q. \]
\[ T_{q,et} : \text{Execution time of task } q. \]
\[ T_{q,d} : \text{Deadline of task } q. \]

3.1.3. **Cloud Environment Setting.** The task scheduling problem in Cloud computing is based on the following assumptions:

- Virtualization is used to create multiple instances from the physical resources.
- Each resource (computational or storage) can execute multiple tasks.
- A task is executed by only one resource.
- No preemption of tasks (i.e. a task cannot be interrupted).
- Power consumption of resources depends on the tasks assigned to them.

As shown in Figure 3.1, consumers submit requests to the Cloud. These requests are represented as tasks (i.e. a request can be composed of multiple tasks) and submitted to the Cloud orchestration layer that has the work flow of the tasks. The Resource Manager has the knowledge of the physical and virtual resources and it provides it to the scheduler. The energy-aware scheduler searches for the resources capable of executing the received tasks in terms of requested capabilities to the available capabilities per resource then it schedules each task to a resource in a way that minimize energy consumption. The scheduler must keep the tasks deadline into consideration in all cases.
Scheduling can be mapped into an optimization problem where the best decision must be made to minimize or maximize an objective value. All optimization problems have an objective function that illustrates the value to be minimized or maximized and a set of constraints, which bound the possible solutions to the problem (Feasible region). In this work, we formulate the problem to an integer linear programming model to optimize the energy consumption.

### 3.2. Optimization Problem Formulation

The proposed model focuses on the minimization of energy consumption in a datacenter by scheduling the incoming tasks to the resources that will result in minimum energy while meeting the deadline for each task. Table 3.1 illustrates the notations used in the formulation of the proposed model.

![Figure 3.1: Energy Aware Scheduling](image)
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{r,i}q$</td>
<td>Power consumed by computational resource $i$ when executing task $q'$.</td>
</tr>
<tr>
<td>$S_{r,j}q$</td>
<td>Power consumed by storage resource $j$ when executing task $q''$.</td>
</tr>
<tr>
<td>$N_{r,k}q$</td>
<td>Power consumed by network resource $k$ when executing task $q'''$.</td>
</tr>
<tr>
<td>CS</td>
<td>Power consumed by Cooling System.</td>
</tr>
<tr>
<td>$x_{r,i}q$</td>
<td>Decision variable. Is 1 if task $q'$ is executed on computational resource $i$ and is 0 otherwise.</td>
</tr>
<tr>
<td>$x_{r,j}q$</td>
<td>Decision variable. Is 1 if task $q''$ is executed on storage resource $j$ and is 0 otherwise.</td>
</tr>
<tr>
<td>$x_{r,k}q$</td>
<td>Decision variable. Is 1 if task $q'''$ is executed on network resource $k$ and is 0 otherwise.</td>
</tr>
<tr>
<td>$R_{e,i}q$, $R_{s,i}q$, $R_{m,i}q$, $R_{ar,i}q$</td>
<td>Provided specifications by computational resource $i$ (number of cores, CPU speed, memory capacity, processor architecture respectively).</td>
</tr>
<tr>
<td>$R_{c,q}, R_{c,q}, R_{m,q}, R_{ar,q}$</td>
<td>Requested computational resource specifications (number of cores, CPU speed, memory capacity, processor architecture respectively) by task $q'$.</td>
</tr>
<tr>
<td>$R_{cap,j}q$, $R_{st,j}q$, $R_{sp,j}q$</td>
<td>Provided specifications by storage resource $j$ (storage capacity, storage type, storage speed respectively).</td>
</tr>
<tr>
<td>$R_{cap,q}$, $R_{st,q}$, $R_{sp,q}$</td>
<td>Requested storage resource specifications (storage capacity, storage type, storage speed respectively) by task $q''$.</td>
</tr>
<tr>
<td>$R_{b,k}$</td>
<td>Provided specifications by network resource $k$ (bandwidth).</td>
</tr>
<tr>
<td>$R_{b,q''}$</td>
<td>Requested network resource specifications (bandwidth) by task $q'''$.</td>
</tr>
<tr>
<td>$T_{q,st}$, $T_{q,et}$, $T_{q,d}$</td>
<td>Start time, Execution time and Deadline of task $q$.</td>
</tr>
<tr>
<td>$ST_{l,q}$</td>
<td>Decision variable. Is 1 if two different tasks $q$ and $q^\wedge$ are scheduled to resource $i$ and task $q$ will start before task $q^\wedge$ and is 0 otherwise.</td>
</tr>
<tr>
<td>$ST_{l,q',q}$</td>
<td>Decision variable. Is 1 if two different tasks $q$ and $q^\wedge$ are scheduled resource $i$ and task $q^\wedge$ will start before task $q$ and is 0 otherwise.</td>
</tr>
</tbody>
</table>
\[
\min \left( \sum_{i=1}^{M} \sum_{q'=1}^{Q'} c_{iq',q''} x_{iq',q''} + \sum_{j=1}^{O} \sum_{q''=1}^{Q''} s_{iq',q''} x_{iq',q''} + \sum_{k=1}^{P} \sum_{q'''=1}^{Q'''} n_{iq',q'',q'''}, x_{iq',q'',q'''} + CS \right) \tag{1}
\]

s.t.
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{i,q'} \leq R_{qi}^c \tag{1.1}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{i,q'} \leq R_{qi}^s \tag{1.2}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{m,q'} \leq R_{mi}^c \tag{1.3}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{a_i,q'} \leq R_{a_i}^c \tag{1.4}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{cap,q''} \leq R_{cap}^s \tag{1.5}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{st,q''} \leq R_{st}^s \tag{1.6}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{sp,q''} \leq R_{sp}^s \tag{1.7}
\]
\[
\sum_{q'=1}^{Q'} x_{iq',q''} r_{cut,q''} \leq R_{cut}^n \tag{1.8}
\]
\[
\sum_{i=1}^{M} x_{iq',q''} = 1 \tag{1.9}
\]
\[
\sum_{j=1}^{O} x_{iq',q''} = 1 \tag{1.10}
\]
\[
\sum_{k=1}^{P} x_{iq',q''} = 1 \tag{1.11}
\]
\[
x_{iq',q''} (T_{q',st} + T_{q',et}) \leq T_{q,d} \tag{1.12}
\]
\[
x_{iq',q''} (T_{q',st} + T_{q',et}) \leq T_{q,d} \tag{1.13}
\]
\[
ST_{i,q,\neg q} + ST_{i,q,\neg q} = 1 \text{ if } (q \neq q^\lor) \text{ and } (x_R, q = 1) \text{ and } (x_R, q^\lor = 1) \tag{1.14}
\]
\[
T_{q,\neg st} \geq ST_{i,q,\neg q} \times (T_{q,\neg st} + T_{q,\neg et}) \tag{1.15}
\]
\[
T_{q,\neg st} \geq ST_{i,q,\neg q} \times (T_{q,\neg st} + T_{q,\neg et}) \tag{1.16}
\]
\[
x_{iq',q''} \in \{0,1\}, i = 1, ... M, q' = 1, ... Q' \tag{1.17}
\]
\[
x_{iq',q''} \in \{0,1\}, j = 1, ... O, q'' = 1, ... Q'' \tag{1.18}
\]
\[
x_{iq',q''} \in \{0,1\}, k = 1, ... P, q''' = 1, ... Q''' \tag{1.19}
\]

Model 1: ILP Optimization Model
Part [a] of the model focuses on the total power consumed by computational resources when executing tasks scheduled to them, while Part [b] calculates the total power consumption of storage resources. In addition to the storage resources, another two types of resources that consume power in the data center were considered namely, the network resources and cooling systems. To calculate the amount of power consumed by these resources part [c] and [d] were used respectively.

The total power consumed by computational resources varies with the utilization of the resource and can be estimated using equation 2 [44][45][46]:

\[
C_{R_i^e, R_q^{q'}} = P_{R_i^{R_{idle}}} + (P_{R_i^{R_{busy}}} - P_{R_i^{R_{idle}}}) \times u_{q'}
\]

(2)

Where \(C_{R_i^e, R_q^{q'}}\) is the estimated power consumption by the computational resource \(i\), \(P_{R_i^{R_{idle}}}\) is the power consumed when the resource is idle, \(P_{R_i^{R_{busy}}}\) is the power consumed by the resource when executing the task \(q'\) scheduled to it, and \(u_{q'}\) is a parameter that depends on the execution of task \(q'\) on resource \(i\).

Moreover, the average power consumed by storage resources can be estimated using equation 3 [46]:

\[
S_{R_j^{R_R_{idle}}} = \frac{P_{R_j^{R_{idle}}} \times 75\% + P_{R_j^{R_{write}}} \times 5\% + P_{R_j^{R_{read}}} \times 20\%}{100\%}
\]

(3)

Where \(S_{R_j^{R_R_{idle}}}\) is the power consumed by storage resource \(j\), \(P_{R_j^{R_{idle}}}\), \(P_{R_j^{R_{write}}}\), \(P_{R_j^{R_{read}}}\) are the power consumed when the resource is idle, writing or reading respectively and the percentages denote the common percentage of the storage resource state duration.

Furthermore, in our proposed environment the power consumed by network resources \(N_{R_k^{R_{idle}}}\) depends on the bandwidth provided by the resource while the power consumed by the cooling systems \(CS\) depends on its Coefficient of Performance (COP) [47]. The COP is used to measure the efficiency of the cooling system and it is defined as the ratio of the amount of power consumed by the resources to the amount of power consumed by the cooling system [47].

**The proposed model is subject to the following constraints:**
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Constraints 1.1 to 1.4 ensure that the computational specifications (number of cores, CPU speed, memory capacity and processor architecture) requested by tasks are satisfied in the obtained solution.

When the tasks demand for storage resources, the model guarantees through constraints 1.5 to 1.7 that their demand is not violated; therefore, a task cannot be assigned to a resource with less storage capacity, storage type, and speed, than the requested.

Constraint 1.8 ensures that the required network bandwidth is met.

Constraints 1.9 to 1.11 ensure that every task is executed by only one computational, storage, or network resource.

Constraints 1.12 and 1.13 ensure that the start time and the execution time of each task meets the deadline.

A resource cannot execute two different tasks at a specific time frame. Hence, constraints 1.14 to 1.16 ensure that the resource can start executing one of the tasks after ending the execution of the previous one.

### 3.3. Model Validation

The validation of the proposed model had been done using Lingo™. Lingo™ gives an exact solution to the provided model that includes the objective function, and constraints [48]. It also provides different kind of reports that can be used in decision making and sensitivity analysis.

To test the quality of the solution given by Lingo and the time taken by this solver to find a solution various experiments were conducted for different number of tasks and different number of resources. Tasks differ in the type of capabilities requested (number of cores, memory capacity, storage capacity, storage types, etc.) and resources differ in the type and amount of capabilities provided. The values shown in Table 3.2 were used for the number of tasks and resources.
Table 3.2: No. of Tasks and Resources

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>No. of Tasks</th>
<th>No. of Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>64</td>
</tr>
</tbody>
</table>

For each experiment, Lingo gives the solution in terms of a schedule that shows which task will be executed by which resource and the total energy consumed when executing this schedule. It also shows the time taken by the solver to find this exact solution. Table 3.3 illustrates the results obtained from solving the proposed model using Lingo solver for different number of tasks and resources.

Table 3.3: Lingo™ Objective Value and Elapsed Time

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>No. of Tasks</th>
<th>No. of Resources</th>
<th>Objective Value</th>
<th>Lingo Elapsed Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>10</td>
<td>35</td>
<td>3.46</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>14</td>
<td>175</td>
<td>1460.38</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>18</td>
<td>590</td>
<td>86400</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>32</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>64</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Figure 3.2 illustrates the objective values which are the optimum solutions provided by Lingo. The experiment number from Table 3.3 is presented in the x-axis, and the total power consumption over time (the objective value) in the y-axis. As shown in the figure, the power consumption increases with the increase in the number of tasks because either more resources will be provided to execute these tasks or the provisioned resources will run for longer times which will result in more power. However, the power values shown in the figure are the minimum values for executing each category of tasks in different resources.
One of the drawbacks of using Lingo that was clearly observed throughout the experiment is that it takes very long time to find a solution. Figure 3.3 shows the exponential increase in the elapsed time (y axis) with the increase in the number of scheduled tasks (x axis). It took 24 hours to find the exact solution for scheduling 30 tasks.

This work has not been extended for 60 tasks and 120 tasks because Lingo has been running for 10 days without providing a solution. Therefore, the genetic algorithm is implemented to overcome this drawback; to identify whether it will give a feasible solution in less time; and to compare the quality of the solution provided.
Chapter 4. Genetic Algorithms for Solving the ILP Model

In the Cloud environment, thousands of tasks will be received for scheduling and hence it is not feasible to make a scheduling decision in a very long time. Therefore, in this Chapter, we implemented Genetic Algorithm to find a near optimal solution to the proposed ILP model and the algorithm is validated by comparing the quality of the solution returned to the exact solution. Furthermore, since the Cloud environment is dynamic in nature i.e. tasks and resources can join and disjoin at any time, an Adaptive GA is proposed to minimize the energy consumption in a datacenter while keeping the tasks deadline into consideration.

4.1. Genetic Algorithm

Genetic algorithms are based on evolution by natural selection process to achieve efficient optimization [49]. This algorithm generates a population of chromosomes where each chromosome represents a possible solution to the problem. It starts by the Initialization phase which consists of randomly created solutions, also called individuals, for the initial population. Each individual is evaluated based on a fitness function and given a value that represents its fitness level. The creation of new generation (reproduction) from the current population is done by crossover and mutation. Every two chromosomes will be mated and a random location of the two mating chromosomes will be picked and swapped. Mutation is done by changing the value of the chromosome genes to another value within the allowed range of values to create a new offspring from the current population. These phases will be repeated until a termination condition is satisfied or the fitness value of the best individual did not change for a defined number of iterations.

Algorithm 4.1 illustrates the general idea of the Genetic Algorithm used in finding a solution for the ILP model. The algorithm inputs all the tasks to be scheduled and starts by the random generation of the initial population based on the resources that can execute each task. A chromosome is thus a vector of genes representing a possible solution to the optimization problem (possible schedule). The fitness of each chromosome (a schedule) is evaluated with respect to objective function (1) of the proposed model. Best-fit chromosomes, of a current population, are selected for crossover and mutation (reproduction). The mated parents are used for the creation of
the new offspring that is evaluated for pinpointing the feasible solutions i.e. satisfy the
given constraints, and penalize the unfeasible ones. This process is repeated until the
termination criterion is satisfied and the fittest-so-far individual of all created
population is preserved.

Initialize POP size;
Random generation of initial population of POP individuals;
Evaluate fitness of individuals;
repeat
  for (i=1 to POP step 2) do
    Randomly select 2 parents from the chromosomes;
    Apply crossover and mutation;
  endfor
Evaluate fitness of new offspring population;
Check feasibility of individuals;
Do penalization;
Preserve the fittest-so-far (elitism);
until (termination criterion is satisfied)
Solution = Fittest Chromosome (Best Schedule);

Algorithm 4.1: Genetic Algorithm

Before the initialization phase, the algorithm goes through all the tasks and
builds a list that contains all the resources capable of executing each task based on the
requested capabilities and the available resource capabilities.

4.1.1. Encoding of Chromosomes. The GA population is an array of individuals of length $l$
= number of Tasks×2. Each individual is a vector $G$ of $l$ genes that corresponds to a
possible solution (a schedule). A Gene[$i$], $i$ is even, is assigned a task to be scheduled
and $G[i+1]$ is a resource from the list of resources that can execute this task. As an
example, in the chromosome called Individual-1 in Figure 4.1, Tasks 1 and 3 are
scheduled to Resources 6 and 5, Tasks 4 and 5 are scheduled to Resources 2 and 4,
respectively, etc.

4.1.2. Initial Population. Tasks and the list of resources that can execute each
task are used in the generation of the population. For each chromosome, Algorithm 4.2
starts by selecting a random task and a corresponding resource from the list of resources
that can execute this task. The generation of population is done in a way that all tasks
must be scheduled.
4.1.3. Fitness Function. For each schedule (chromosome) of the population, the fitness function (Algorithm 4.3) calculates the total power consumed which is the sum of the power consumed by each resource when executing the tasks scheduled to it in a specific time in that chromosome. That is the fitness of the given chromosome is calculated using function (1) of the proposed model (the objective function).

```
Input: Population (pop_chroms), Population size (pop_size), Chromosome Length (chrom_length), Power Consumption Array (power)
Output: Population Fitness (pop_fitness)

for (i=1 to pop_size) do
    pop_fitness[i]=0
end for

for (i=1 to pop_size) do
    task = pop_chroms[i,j]
    resource = pop_chroms[i,j+1]
    pop_fitness[i]= pop_fitness[i]+ power[task,resource]
end for
```

Algorithm 4.3: Fitness Function
4.1.4. Selection. In algorithm 4.4, the traditional Roulette Wheel method is used to select two parents from the current population. These two parents are mated (crossover) to reproduce a new offspring population.

| Input: Population (pop_chroms), Population Probability (pop_prob), Sum of the Probabilities (prob_sum), Population size (pop_size), Chromosome Length (chrom_length) |
| Output: Parents (parents) |
| Number of parents = 2 |

for (i=1 to number of parents) do
    num = random()% prob_sum
    cumulative_prop = 0.0
    for (j=1 to pop_size) do
        cumulative_prop += pop_prob[j]
        if (num <= cumulative_prop)
            selected_chrom = j
            for (k=1 to chrom_length) do
                parents[i][k] = pop_chroms[j][k]
            end for
            break
        end for
    end for
end for

Algorithm 4.4: Selection Based on Roulette Wheel Method

4.1.5. Crossover. The crossover takes two individuals as input and 50% of the tasks from the two individuals will be selected to be crossed randomly. As shown in Algorithm 4.5, the selected set will be in the form of a task and a resource [T, R]. The algorithm checks if swapping the resources of the two individuals respects constraints 1.1 to 1.8 of the proposed model which makes sure that the tasks can be executed at the allocated resource. In addition, in order to produce better individuals, the algorithm checks if the crossover will result in minimizing the power consumption either for one or both individuals (i.e. the execution of individual-1 task in individual-2 resource will result in less power than executing it in the resource assigned to it in individual-1 and/or the same for individual-2 task). If so, then swapping is carried out and the process repeats over all the tasks that are selected for crossover. Figure 4.1 illustrates an example for the crossover of two individuals.
**Input:** Parents (parents), Power Consumption Array (power), Number of Tasks (num_tasks)

Let X be cut points; X = 50% of the tasks;

**for** (j = 1 to X) **do**

- task_index = random ( )
- Individual-1_task = Individual-1[ task_index]  
- Individual-1_resource = Individual-1[ task_index + 1]  
- Individual-2_task = Individual-2[ task_index]  
- Individual-2_resource = Individual-2[ task_index + 1]

**if** (Individual-2_resource can execute Individual-1_task and Individual-1_resource can execute Individual-2_task) **if** (Individual-2_resource can execute Individual-1_task with less power or Individual-1_resource can execute Individual-2_task with less power)

- Individual-1[ task_index + 1] = Individual-2_resource  
- Individual-2[ task_index + 1] = Individual-1_resource

**end for**

**Algorithm 4.5: Crossover**

<table>
<thead>
<tr>
<th>Before Crossover:</th>
<th>Cut point</th>
<th>Cut point</th>
<th>Cut point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual-1</td>
<td>T1</td>
<td>R6</td>
<td>T3</td>
</tr>
<tr>
<td>Individual-2</td>
<td>T2</td>
<td>R1</td>
<td>T4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>After Crossover:</th>
<th>Cut point</th>
<th>Cut point</th>
<th>Cut point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual-1</td>
<td>T1</td>
<td>R1</td>
<td>T3</td>
</tr>
<tr>
<td>Individual-2</td>
<td>T2</td>
<td>R6</td>
<td>T4</td>
</tr>
</tbody>
</table>

Figure 4.1: Crossover Example
4.1.6. Feasibility Check and Penalization. Before checking the feasibility of each chromosome i.e. determine if it satisfies constraints 1.12 to 1.16 of the ILP model, the algorithm determines the time each resource will start executing the tasks scheduled to it. This time, i.e. the start time, depends on the current schedule. That is, if two different tasks are scheduled to the same resource in the current schedule; the resource must execute one of these tasks after the execution of the other task (constraints 1.14 to 1.16) since a resource cannot execute two different tasks at the same time (no preemption).

The feasibility of a chromosome depends whether the tasks in the chromosome can be executed before their deadline or not. As shown in Algorithm 4.6, if for at least one task in the chromosome, the \( (T_{q,ST} + T_{q,ET}) > T_{q,d} \) , then the chromosome is infeasible and is penalized by assigning it a very large fitness value. In this way, infeasible solutions will not be selected for reproduction.

<table>
<thead>
<tr>
<th>Algorithm 4.6: Feasibility Check and Penalization, GA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Population (pop_chroms), Population size (pop_size), Chromosome Length (chrom_length), Expected Execution Time Matrix (Exec_time), Population Fitness (pop_fitness), Deadline Array</td>
</tr>
<tr>
<td>for (i =1 to pop_size) do</td>
</tr>
<tr>
<td>for (j=1 to chrom_length) do</td>
</tr>
<tr>
<td>Task = pop_chroms [i,j]</td>
</tr>
<tr>
<td>Resource= pop_chroms [i,j+1]</td>
</tr>
<tr>
<td>//Penalization</td>
</tr>
<tr>
<td>if (start_time[i][Task] + Exec_time[Task][ Resource] &gt; Deadline[Task])</td>
</tr>
<tr>
<td>pop_fitness[i] = pop_fitness[i] \times 10;</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

4.1.7. Elitism. For every population generated, Algorithm 4.7 compares the minimum fitness in that population with the best fitness calculated so far (the minimum power consumed) and saves the best-so-far individual (i.e. feasible and has the least power consumption).
Algorithm 4.7: Elitism

4.1.8. Termination Criteria. According to these experiments, the algorithm stops after 100 iterations or when the fitness of the best-so-far did not change for 4 consecutive iterations. The solution returned contains the minimum fitness value found, the schedule (chromosome) with that fitness and the execution time of every task as shown in Figure 4.2.

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>R8</th>
<th>T4</th>
<th>R4</th>
<th>T2</th>
<th>R2</th>
<th>T6</th>
<th>R4</th>
<th>T5</th>
<th>R5</th>
<th>T3</th>
<th>R6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 4.2: Fittest Chromosome](image-url)
4.1.9. **GA Experimentation.** For testing the solution returned by the genetic algorithm and evaluating how far it is from the exact solution given by Lingo in terms of quality and time, the same experiments illustrated in Table 3.2 were conducted. The following values are used throughout the experiment:

- **Population Size:** 20
- **Number of Iterations:** 100
- **Stopping Condition:** either Number of iterations or if the fitness value didn’t change for 4 iterations.

**Number of tasks and Number of Resources:** the values shown in Table 3.2 were used.

Table 4.1 illustrates the results obtained from finding a solution to the proposed model using the Genetic algorithm for different number of tasks and resources.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Num_Tasks</th>
<th>Num_Resources</th>
<th>GA Fitness</th>
<th>GA Elapsed Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>10</td>
<td>45</td>
<td>0.53</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>14</td>
<td>180</td>
<td>0.78</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>18</td>
<td>600</td>
<td>1.545</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>32</td>
<td>949</td>
<td>3.868</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>64</td>
<td>1991</td>
<td>9.828</td>
</tr>
</tbody>
</table>

Figure 4.3 illustrates the fitness values which are the best solutions provided by the GA. The x-axis presents the experiment number from Table 4.1 and the total power consumption per schedule (the fitness value) is in the y-axis. The increase in the power consumption with the increase in the number of tasks is due to either more resources are provisioned or the already running resources will run for longer times to execute the new tasks.
Figure 4.3: Total Power Consumption using GA

Figure 4.4 shows the time taken by the genetic algorithm to find the best solution for the different number of tasks and resources. The algorithm finds a solution very fast when the number of tasks is relatively small and the time increase with the increase in the number of tasks.

Figure 4.4: Elapsed Time, GA

4.2. Comparison between Lingo™ and the Genetic Algorithm

Figure 4.5 demonstrates a comparison between the values obtained from the validation of the proposed model using exact (Lingo) and heuristic (GA) methods. For the first three sets of experiments, the genetic algorithm gives results (power consumption) that are very close to the exact solution and this validates the algorithm. Furthermore, the algorithm provided a solution for the experiments set 4 and 5 since an exact solution could not be provided due to Lingo limitations.
On the other hand, Figure 4.6 shows Lingo took almost 24 hours to find a solution for scheduling 30 tasks (experiment 3) while the genetic algorithm took 1.5 seconds for the same set of tasks. Also, it took around 10 seconds to find a near optimal solution for 120 tasks (experiment 5) whereas Lingo was running for 10 days without providing an exact solution to the same set of tasks.

From the facts detailed above it is concluded that the genetic algorithm can be used for extending the experiments to larger number of tasks and resources and obtaining scheduling decisions. In the next sections, this algorithm is used for static scheduling i.e. all the tasks and resources are known in advance and the scheduling decision is made based on a prior knowledge of the tasks and resources. Moreover, a proposed algorithm (Adaptive GA) is developed for dynamic scheduling i.e. tasks and resources are unknown in advance.
resources are not known in advance. The adaptive GA starts from the best schedules and puts unfinished and rescheduled tasks into consideration.

4.3. Adaptive Genetic Algorithm

Algorithm 4.8 illustrates the proposed Adaptive Genetic Algorithm used in minimizing power consumption over time in a Cloud datacenter. The Adaptive GA differs from the GA in steps (A-1 to A-8) because there is no prior knowledge about the tasks and resources and hence the arrival of tasks is random. The algorithm inputs an initial set of tasks, generates population for this set and evaluates it according to objective function (1) of the proposed model. Best-fit chromosomes, of a current population are selected for crossover and mutation yielding a new offspring population. The algorithm checks the feasible solutions in the new offspring to select the fittest among them as the best-so-far schedule. The process is repeated until the termination criterion is satisfied. The GA is adaptive in the sense, that after reaching a solution, it waits for some time, as determined by a delay function, till some new requests arrive, and then it starts the process of finding new solution considering the schedule assigned in the fittest-so-far chromosome of the previous solution and the new requests. In other words, whenever a new set of tasks is received, the algorithm finds the best schedule that minimizes the power consumption with respect to the previous schedule and the deadlines of the tasks.

In the Adaptive GA, the same encoding scheme from the GA is used but for every received batch of tasks. The proposed algorithm starts by making a list of the resources capable of executing each task based on capabilities.

The initialization is done for every batch of tasks received. The algorithm selects a random task from the received tasks and for each task it selects a random resource that can execute this task. In the GA, the received batch of tasks includes all the tasks to be scheduled while in the proposed Adaptive GA the batch contains rescheduled tasks from the previous schedules and newly arrived tasks.
When it comes to fitness calculation, the Adaptive GA excludes the fitness of rescheduled tasks from the previous schedule and includes it when rescheduling these tasks to new resources. Moreover, the same selection and crossover scheme is used for the generation of new offspring with a size equal to the initial population size.

To check the feasibility of a chromosome, i.e. determine if it satisfies conditions 1.12 to 1.16, the Adaptive GA first determines the start time of executing each task in a specific resource. As shown in Algorithm 4.9, the start time depends on the previous schedule and the current schedule. That is, if the resource in the current schedule is assigned two tasks one in the previous schedule and one in the current schedule, this resource should start executing the task in the current schedule after the execution of the one in the previous schedule (no preemption of tasks). Also, if one or more tasks from the previous schedule should be rescheduled i.e. they do not start their execution except after the new set of tasks are received for scheduling, the resources of these tasks must be released and thus the start time of rescheduled tasks must be rescheduled. Furthermore, if two different tasks are scheduled to the same resource in the current schedule, the resource must execute one of these tasks after the execution of the other task (constraints 1.14 to 1.16) since a resource cannot execute two different tasks at the same time.
The feasibility of a chromosome depends whether the tasks of the chromosome can be executed before their deadlines or not. That is, a chromosome is feasible if for each Task in the chromosome, the \( (T_{q, st} + T_{q, et}) \leq T_{q, d} \) (constraints 1.12 and 1.13). Otherwise, the chromosome is infeasible. An infeasible chromosome is penalized by assigning to it a very large fitness value. In this way, infeasible solutions will not be selected for reproduction, i.e., in the derivation of new offspring population.

As in GA, the Adaptive GA saves the best-so-far obtained individual of all generated populations. Elitism is done whenever a new batch of tasks arrives and the best schedule has to be found.

Likewise, for every batch of tasks, the algorithm stops when the termination criterion is satisfied. According to our experiments, this is done when the maximum number of generations 50 is reached or when the fitness of the fittest-so-far did not change for 7 consecutive iterations. The solution returned contains the minimum fitness value found, the schedule (chromosome) with that fitness and the start and execution time of every task.

The returned solution (the best schedule) will include tasks that should be rescheduled and this solution will be considered in deciding the start time of the new batch of tasks.
In the proposed environment, task arrival follows a random distribution, and after reaching a solution for every batch, the Adaptive GA waits for some time, according to the normal distribution, till new tasks arrive. Then it starts the process of finding the best schedule considering the old schedule and the deadline of the new set of tasks. The new set of tasks includes the newly arrived tasks and the tasks from the old schedule that did not start execution before the new tasks arrive. Rescheduling results in finding better solutions for rescheduled tasks (i.e. resources to execute rescheduled tasks with less power) and hence minimizing the energy consumption.

Algorithm 4.9: Feasibility Check and Penalization, Adaptive GA

In the proposed environment, task arrival follows a random distribution, and after reaching a solution for every batch, the Adaptive GA waits for some time, according to the normal distribution, till new tasks arrive. Then it starts the process of finding the best schedule considering the old schedule and the deadline of the new set of tasks. The new set of tasks includes the newly arrived tasks and the tasks from the old schedule that did not start execution before the new tasks arrive. Rescheduling results in finding better solutions for rescheduled tasks (i.e. resources to execute rescheduled tasks with less power) and hence minimizing the energy consumption.
4.4. Adaptive Genetic Algorithm Workflow

Figure 4.7 illustrates the workflow of the Adaptive GA. This algorithm finds the best schedule for every newly arrived set of tasks.

Figure 4.7: Adaptive GA Workflow
4.5. GA Parameters

Since genetic algorithms are non-deterministic, GA parameters such as population size not only influence the run-time of the algorithm to find a solution but also the achieved quality of the solution. Hence, experiments with population size ranging from 6 to 200 has been conducted in the GA and the Adaptive GA to determine the appropriate population size that results in better solution quality (i.e. fitness). Also, to do the experiments for different number of tasks and resources, we divided the problem size into three categories; medium size problem (i.e. 200 Task and 120 Resources), Large size problem (500 Task and 250 resources) and X-Large size problem (1000 Task and 500 Resource).

As shown in Figure 4.8 and 4.9, where the values of the population size are depicted in the x-axis and the fitness values (total power consumption over time) are presented in the y-axis, both the GA and the Adaptive GA -for the three problem sizes- give high fitness when the population size is small (6 and 10) but the fitness starts decreasing with population size of 40 and higher. The minimum (i.e., best) solution is obtained when population size is 200.

![Figure 4.8: GA, Population Size vs. Fitness (Power Consumption)](image-url)
The increase in the population size gives the algorithm the opportunity to have better solutions (i.e. schedules with less power); as it allows the initialization of more chromosomes or individuals (i.e. possible feasible solutions). These individuals will contain, for the same batch of tasks, more resource options to execute them. This in turn increases the number of feasible solutions (i.e. schedules) and the number of solutions that minimize power consumption. Hence, since the population size of 200 gives the minimum fitness (i.e. power consumption), it will be used hereafter.

Another factor that affects the quality of the solution attained by the GA is the number of generations; that determine when the algorithm converges i.e. the number of generations to reproduce new offspring before the algorithm gives the best schedule. We conducted experiments for the three problem sizes and with a population size of 200 to pinpoint the number of generations that gives the best fitness for both GA and Adaptive GA. In Figures 4.10 and 4.11, the number of generations is presented in the x-axis and the fitness (i.e. power consumption over time) is in the y-axis. For the GA (Figure 4.10), medium size problem requires 140 generations to give the minimum fitness, large size problem requires 120 generations and the X-large size problem requires 50 generations, hence the number of generations in the GA depends on the size of the problem. For the Adaptive GA (Figure 4.11) on the other hand, all the problem
sizes (medium, large and x-large) find the minimum fitness in 50 generations and hence the number of generations does not depend on the problem size.

![Figure 4.10: GA, Number of Generations vs. Fitness](image)

![Figure 4.11: Adaptive GA, Number of Generations vs. Fitness](image)

Concluded from the above experiments, in the subsequent sections population size of 200 and 50 generations will be used throughout the experimentation.
Chapter 5. Experimentation and Results

In this chapter, we present the simulation environment and results achieved for the implemented heuristic algorithm for optimizing energy consumption in the Cloud environment. We also compare the performance of the proposed Adaptive GA to the performance of the two implemented algorithms; Genetic Algorithm and the First Come First Serve Algorithm.

5.1. Simulation Environment

To evaluate and analyze the proposed algorithm, a simulated IaaS Cloud environment is created using C++ programming language. The simulated environment consists of one datacenter with different number of resources and tasks. The resources (Computational, Storage and Network) differ in the capabilities provided and the tasks differ in the capabilities requested and their deadline. The computational servers vary in the number of cores, processor speed, memory capacity and processor architecture, whereas storage servers differ in the storage capacity, storage type and storage speed. In the network resources, we consider the bandwidth with the assumption that the datacenter network topology was set in advance. The values shown in Table 5.1 are used as physical resources characteristics.

Table 5.1: Physical Resources Capabilities

<table>
<thead>
<tr>
<th>Capability</th>
<th>No. of Cores</th>
<th>Processor Speed (GHz)</th>
<th>Memory Capacity (GB)</th>
<th>Processor Arch. (Bits)</th>
<th>Storage Capacity (TB)</th>
<th>Storage Speed (GHz)</th>
<th>Storage Type</th>
<th>Bandwidth (Gb/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational</td>
<td>5 to 40</td>
<td>2 to 7</td>
<td>64 to 256</td>
<td>32/64</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Storage</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>0.5 to 1000</td>
<td>2 to 7</td>
<td>SSD/HDD</td>
<td>-----</td>
<td>10 to 100</td>
</tr>
<tr>
<td>Network</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

Amongst the above-mentioned capabilities in Table 5.1, the computational resource capabilities have been used in previous research [50] while the storage and network capabilities are extracted from real systems specifications. In our simulated environment, the resources are generated randomly using these specifications. Furthermore, the tasks requirements and their respective deadline are randomly
generated. In addition to this, every task has a start time which is determined by the algorithm and an execution time depending on the resource provisioned.

5.2. Simulation Results

To test the effectiveness of the proposed algorithm, we run the experiments for different number of tasks and resources as shown in Table 5.2. The following parameters are used in our simulation experiments:

*Population Size: 200*

*Crossover: Multipoint*

*Stopping Condition: 50 generations or if the fitness of the best-so-far did not change for 7 consecutive iterations*

Table 5.2: Number of Tasks and Resources

<table>
<thead>
<tr>
<th>Experiment Number</th>
<th>Problem Size</th>
<th>No. of Tasks</th>
<th>No. of Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Medium</td>
<td>200</td>
<td>120</td>
</tr>
<tr>
<td>2</td>
<td>Large</td>
<td>500</td>
<td>250</td>
</tr>
<tr>
<td>3</td>
<td>X-Large</td>
<td>1000</td>
<td>500</td>
</tr>
</tbody>
</table>

The experiments were conducted to calculate the power consumption (in Watt) per scheduling decision when the proposed Adaptive GA is used to find the best schedule for different number of tasks and resources. We generated tasks and resources using various combinations of the capabilities shown in Table 5.1. For each problem size (Table 5.2), the results are obtained as the average of 3 different runs with each run having the same number of tasks and the number of resources but with different capabilities. The experiments were obtained using Intel(R) Core™ i7 6500U CPU @ 2.50GHz with 4 GB RAM machine under Windows 10 (64 bit).

Our proposed Adaptive GA schedules task sets as they arrive. Hence, the number of tasks shown in Table 5.2 is the total number of tasks scheduled. Figure 5.1 illustrates the fitness values which are the best solutions provided by the proposed algorithm. The problem sizes which are mapped to the total number of tasks and resources (from Table 5.2) are presented in x-axis and in the y-axis, the fitness value which is the total power consumed (in Watts) when scheduling all the tasks for each problem size is presented. The increase in the power consumption over time with the
increase in the problem size is due to either more resources are provisioned or the already running resources will run for longer times to execute the newly arrived tasks.

On the other hand, the time taken by the algorithm to schedule all the tasks (Table 5.2) increases exponentially with the increase in the problem size. In Figure 5.2, the problem size is presented in the x-axis and the elapsed time in secs is presented in the y-axis. This growth is due to the longer time the algorithm takes to schedule all the received tasks (i.e. find a schedule for all batches of tasks received).

However, regardless of the problem size (i.e. total number of tasks), the algorithm takes almost the same time for finding the best schedule for every batch of tasks received. As shown in Figure 5.3, in the x-axis, we have the number of tasks.
(between 5 and 20) in every batch received and in the y-axis, we have the total time in seconds to find a schedule. The three problem sizes (Medium, Large and X-Large) differ in the total number of batches (i.e. more tasks mean more batches) but the time taken by the algorithm to find a schedule for all the three problem sizes varies with respect to the number of tasks in the batch from 1.7 to 8 seconds.

![Graphs showing Problem Size vs. Elapsed Time per Tasks Batch](image)

Figure 5.3: Problem Size vs. Elapsed Time per Tasks Batch

In the next section, the proposed Adaptive GA is compared to the GA implemented in section 4.1 and the conventional First Come First Serve Algorithm.
5.3. **Performance Evaluation**

The GA implemented in section 4.1 for finding a near optimal solution to the proposed ILP model, uses static scheduling (i.e. the tasks and resources are known in advance and a schedule is defined for all the tasks with less run-time overhead) whereas the Adaptive GA uses dynamic scheduling (i.e. tasks and resources can join and disjoin at any time) with batch mode strategy. Both algorithms are energy-aware scheduling algorithm with the objective of minimizing energy consumption in IaaS Cloud. In this section, the GA is used with the same Adaptive GA parameters from section 5.2, to find the best schedule for the problem sizes in Table 5.2 and is compared to the Adaptive GA in terms of the achieved quality of the solution (i.e. power consumption).

In Figure 5.4, we compare the Adaptive GA and the GA. In the x-axis, we have the different problem sizes and in the y-axis, we have the total power consumed over time when scheduling the tasks to resources in each category. The Adaptive GA had minimized the power consumption by 32% to 40% in comparison to the GA. This is due to the fact that in the GA, the initial population has the main impact in the new offspring populations, i.e. the resources selected for executing all the tasks in the initial population will be the same used in the reproduction and the generation of the new offspring population. Hence, the rest of the available resources, may result in less power, are not considered and the solution space depends mainly on the feasible solutions in the initial population. Whereas in the Adaptive GA, whenever a new set of tasks arrives, the algorithm checks the previous schedule for the tasks that did not start execution and it will reschedule these tasks with the new set of tasks. Rescheduling yields the release of the resources from the previous schedule. The Adaptive GA considers all the available resources (not only the ones from the initial schedule) for scheduling the new set of tasks, i.e. the set includes rescheduled and newly arrived tasks. This gives the Adaptive GA the possibility of selecting resources to the rescheduled tasks that can execute them with less power than the resources in the previous schedule.
We implemented the non-energy-aware scheduling algorithm, First Come First Serve (FCFS). This algorithm schedules the tasks as they arrive, to the first resource that can execute them. In our implementation of the FCFS scheduling algorithm for the dynamic Cloud environment, tasks arrival follows a random distribution. For every received batch of tasks, the algorithm starts by initializing a list of the resources capable of executing each task in the batch, based on the requested capabilities per task and the provided capabilities by resources (i.e. not all resources can execute every task).

The algorithm schedules the tasks in the received batch in a first come first served order. For every task, it will search for a resource from the list of resources that can execute this task and is free (i.e. a resource that is not executing any task), it schedules the task to this resource and determines the start time of this task in a way that meets its deadline. If all resources are provisioned (i.e. no free resource), the algorithm searches for a resource that can execute the selected task before its deadline. This is done by checking whether the selected resource is used in the current schedule or the previous schedule. In both cases, the start time of the new task should be after the execution of the old ones (i.e. no pre-emption of tasks). If the resource will execute the task before its deadline, the task will be scheduled to the selected resource, otherwise the algorithm will search for another resource.

In the FCFS, the tasks that did not start executing till the new set arrives will not be rescheduled. Also, the current schedule contains only the newly arrived tasks while the previous schedule has all the old tasks. Moreover, the power consumption is

![Figure 5.4: Adaptive GA vs. GA](image-url)
calculated for every schedule generated as the sum of the power consumed by all resources in that schedule when executing all the tasks scheduled to them.

To compare the quality of the solution achieved by the FCFS algorithm to that achieved by the Adaptive, we used the same problem sizes from Table 5.2. We executed the two algorithms (Adaptive GA and FCFS) for every problem size, and with the same set of data for resource specifications, tasks requirements and tasks deadline and reported the average power consumed when scheduling all tasks. As shown in Figure 5.5, the problem size (i.e. Total number of tasks and resources) is presented in the x-axis, and the power consumed when all the tasks are scheduled in the y-axis. It is clearly observed that scheduling the tasks to resources using a non-energy-aware scheduling algorithm (i.e. FCFS) consumes the maximum amount of power. However, from the graph it can be noted that the proposed Adaptive GA saves around 44% to 60% of power in comparison with the FCFS.

![Figure 5.5: Power Consumption, Adaptive GA vs. FCFS](image)

Figure 5.6 illustrates the total time taken by the dynamic algorithms to find a schedule for the problem sizes in Table 5.2. The x-axis presents the problem size and the y-axis presents the elapsed time in seconds. For the medium and large problem sizes, the FCFS outperforms the Adaptive GA. But, the Adaptive GA finds a solution faster than the FCFS for x-large problems. The reason behind the jump in the total time of the FCFS algorithm can be attributed to the fact that for every task to be scheduled, it first searches all the resources to find a free resource, if it did not find one, then it searches for a resource to execute the task before its deadline. Since the GA schedules
all the tasks at once while the FCFS schedules tasks as they arrive in batches, the total time taken by the FCFS is only compared with the Adaptive GA as it follows the same concept.

![Graph showing Total Elapsed Time, Adaptive GA vs. FCFS](image)

**Figure 5.6: Total Elapsed Time, Adaptive GA vs. FCFS**

### 5.4. Sensitivity Analysis

Sensitivity analysis is used to study how uncertainties and changes in input parameters affect the output of the proposed mathematical model. In our work, we deployed sensitivity analysis by systematically changing input parameters one at a time to assess their effect on the value of our objective function. The input parameters that have been changed are the number of tasks, the number of resources and the type of resources to trace their effect in the amount of power consumed.

Initially, we fixed the number of resources and increased the number of tasks gradually as shown in Table 5.3. Having the same number of resources to execute different number of tasks results in an increase in resources’ usage which in turn increase power consumption. Figure 5.7 shows the increase in the power consumption per schedule (y-axis) with the increase in the number of tasks scheduled (x-axis). It also shows that the proposed Adaptive GA gives the minimum power consumption compared to the FCFS.
Table 5.3: Total Number of Tasks and Resources, Different Tasks

<table>
<thead>
<tr>
<th>Num_Tasks</th>
<th>Num_Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>500</td>
</tr>
<tr>
<td>1200</td>
<td>500</td>
</tr>
<tr>
<td>1400</td>
<td>500</td>
</tr>
<tr>
<td>1600</td>
<td>500</td>
</tr>
<tr>
<td>2000</td>
<td>500</td>
</tr>
</tbody>
</table>

Figure 5.7: Power Consumption for Different Tasks

The total time taken by the Adaptive algorithms (i.e. GA and FCFS) to find the best schedule also increases with the increase in the number of tasks. As shown in Figure 5.8, FCFS takes more time than the Adaptive GA because it performs an extensive search first to find a free resource.

Figure 5.8: Total Scheduling Time for Different Tasks
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On the contrary, increasing the number of resources for the same number of tasks has a small effect in the quality of the solution achieved. Table 5.4 shows the increase in the number of resources for the same number of tasks. As shown in Figure 5.9, the number of resources is presented in the x-axis and the power consumption over time in the y-axis. There is a slight decrease in the power consumption and the two algorithms behave in the same way for the different number of resources. The Figure shows that the proposed Adaptive GA gives the minimum power in all cases.

Table 5.4: Total Number of Tasks and Resources, Different Resources

<table>
<thead>
<tr>
<th>Num_Tasks</th>
<th>Num_Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>500</td>
</tr>
<tr>
<td>1000</td>
<td>700</td>
</tr>
<tr>
<td>1000</td>
<td>900</td>
</tr>
<tr>
<td>1000</td>
<td>1100</td>
</tr>
<tr>
<td>1000</td>
<td>1500</td>
</tr>
</tbody>
</table>

However, the increase in the number of resources has a significant effect in the total time taken by the adaptive algorithms to schedule all the tasks. Figure 5.10 illustrates a notable drop in the total time (y-axis) of the FCFS when the number of resources (x-axis) exceeds the total number of tasks. This is because the algorithm will not take a long time to find a free resource. Yet, this is not the case for the Adaptive GA as its total time increase with the increase in the number of resources.
Most of the previous research [3][4][31][32][33][35][38][39][41][43] considered only computational resources when optimizing energy consumption in the Cloud environment. In our work, we conducted 2 types of experiments for the three algorithms. In the first experiment, we included all the resources (computational, storage, and network) while in the second experiment only computational servers are used. As shown in Figure 5.11, the Algorithms are presented in the x-axis and the power consumption when scheduling all the tasks in the y-axis. From this Figure, we can conclude that when considering only computational resources almost 55% of the actual power consumption is ignored.

Figure 5.10: Total Scheduling Time for Different Resource

Figure 5.11: Power Consumption, All Resources vs. Only Compute Resources
Chapter 6. Conclusion and Future Work

In a Cloud environment with one datacenter and owned by a single service provider, the task scheduling problem has been addressed as an optimization problem. In this thesis, we formulated task scheduling as an Integer Linear Programming problem with the objective of minimizing energy consumption of the Cloud IaaS. The proposed model considered the computational resources as well as storage resources, network resources and cooling system as the entities that consume power within the Cloud environment. This model is subject to constraints that bound the resource provisioning process to each incoming task and schedule the tasks to resources in such a way that their deadline is met and the energy is optimized. To validate the proposed model, Lingo™ was used to give the exact solution in terms of a schedule that shows which task is executed by which resource and the minimum power consumed by this schedule. However, Lingo™ proved its inefficiency when the problem size increases (i.e. the number of tasks and resources) as it takes a very long time to provide a solution. Hence, a heuristic algorithm (Genetic Algorithm) has been used to provide a near optimal solution in less time.

The Cloud environment is dynamic in nature and the tasks and resources are not known in advance, therefore we proposed an Adaptive GA that uses dynamic scheduling with a batch mode strategy. For every received batch of tasks, the proposed algorithm finds a schedule that meets the tasks deadline and minimizes energy consumption. Tasks that did not start execution until the new set of tasks arrive are rescheduled (i.e. added to the new set of tasks) and their resources are released. When finding the new schedule, the proposed algorithm considers the previous schedule and the deadline of the new set of tasks. To test the effectiveness of the proposed Adaptive GA, a simulated IaaS Cloud environment was created using the C++ programming language. In the simulated environment, resource capabilities were extracted from previous research and real systems specifications and tasks requirements and deadline were generated randomly.

To conduct the experiments for different number of tasks and resources, we divided the problem into three categories; Medium Size Problem (200 Task and 120 Resource), Large Size Problem (500 Task and 250 Resource), and X-Large Size Problem (1000 Task and 500 Resource). The results obtained from the proposed
algorithm were compared to the energy-aware GA (uses static scheduling) and the non-energy-aware FCFS algorithm (uses dynamic scheduling). The results were obtained as the average of three trials and they proved the efficiency of the proposed Adaptive GA as it gave the minimum power consumption for every problem size (32% to 40% from the GA and 44% to 60% from the FCFS). Furthermore, we conducted more experiments to assess the effect of changing the input parameters on the amount of energy consumed by each algorithm (Adaptive GA and FCFS). In the first experiment, we fixed the number of resources and increased the number of tasks gradually, and this resulted in an increase in the amount of power consumed by the two algorithms (Adaptive GA and FCFS) when scheduling all the tasks. In the second experiment, we fixed the number of tasks and increased the number of resources which caused a slight decrease in power consumption. In both experiments, the proposed Adaptive GA outperformed the FCFS. Moreover, we performed an experiment to justify the importance of considering all the resources (computational, storage, network resources and cooling systems) when optimizing energy consumption in the Cloud environment, and we found that 55% of the actual power consumption will be ignored if only computational resources are considered.

As a future work, the physical resources used in our proposed environment can be further explored in terms of hardware (i.e. circuits and transistors) and how their architecture affects the energy consumption. Furthermore, instead of considering only the bandwidth in the network resources, the network topology, the types of network resources and communication overhead can be considered. Moreover, tasks characteristics such as size, priority, and preemption can be integrated into the proposed model and more constraints can be added to enhance the scheduling process based on the new characteristics. Additionally, the proposed model can be extended to have a multi-objective function that addresses quality of service parameters such as the availability and reliability of services while optimizing energy consumption. All the above can be implemented on a Cloud environment that is made of one or more datacenters and owned by a single or multiple service providers.
References


consume-three-times-as-much-energy-in-next-decade-experts-warn


Appendix A: Experimentation Data

This section illustrates a sample of the data used in the experimentation for the tasks requirements, tasks deadline, resources capabilities, the execution time array for each task in the resources capable of executing it, and the power consumption array for each resource when executing the tasks scheduled to it.

A.1. Tasks Requirements

Table A.1 illustrates the requirements requested by 5 tasks in the form of computational, storage or network requirements. The term N/A in the table means that the task didn’t request the specific capability.

Table A.1: Tasks, Requested Capabilities

<table>
<thead>
<tr>
<th>Task</th>
<th>No. of Cores</th>
<th>Processor Speed (GHz)</th>
<th>Memory Capacity (GB)</th>
<th>Processor Arch. (Bits)</th>
<th>Storage Capacity (TB)</th>
<th>Storage Speed (GHz)</th>
<th>Storage Type</th>
<th>Bandwidth (Gb/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>2</td>
<td>56</td>
<td>32</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>300</td>
<td>1</td>
<td>SSD</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>17</td>
<td>4</td>
<td>128</td>
<td>64</td>
<td>200</td>
<td>4</td>
<td>HDD</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>20</td>
<td>1</td>
<td>SSD</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4</td>
<td>40</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

A.2. Tasks Deadline

Every task is executed within a specific time frame that is represented as the deadline. Table A.2 shows the deadline of the 5 tasks in seconds.

Table A.2: Tasks, Deadline

<table>
<thead>
<tr>
<th>Task</th>
<th>Deadline (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
</tr>
</tbody>
</table>
A.3. **Resources Capabilities**

The resources within the data center i.e. computational, storage, and network and every resource has different capabilities. This section demonstrates the capabilities provided by 10 resources.

**A.3.1. Computational Resources**

Table A.3 illustrates the capabilities provided by 5 computational resources.

Table A.3: Computational Resources, Provided Capabilities

<table>
<thead>
<tr>
<th>Computational Resource</th>
<th>No. of Cores</th>
<th>Processor Speed (GHz)</th>
<th>Memory Capacity (GB)</th>
<th>Processor Arch. (Bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>7</td>
<td>128</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>4</td>
<td>256</td>
<td>64</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>3</td>
<td>200</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>2</td>
<td>100</td>
<td>32</td>
</tr>
</tbody>
</table>

**A.3.2. Storage Resources**

From the storage resources, we considered the storage capacity, storage speed, and storage type and this is shown in Table A.4 for 3 storage resources.

Table A.4: Storage Resources, Provided Capabilities

<table>
<thead>
<tr>
<th>Storage Resource</th>
<th>Storage Capacity (TB)</th>
<th>Storage Speed (GHz)</th>
<th>Storage Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>500</td>
<td>4</td>
<td>SSD</td>
</tr>
<tr>
<td>7</td>
<td>300</td>
<td>1</td>
<td>SSD</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>4</td>
<td>HDD</td>
</tr>
</tbody>
</table>

**A.3.2. Network Resources**

Finally, in the network resources the bandwidth is considered with the assumption that the data center network topology was set in advance. Hence, the bandwidth of 2 network resources is illustrates in Table A.5.

Table A.5: Network Resources, Provided Capabilities

<table>
<thead>
<tr>
<th>Network Resource</th>
<th>Bandwidth (Gb/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
</tr>
</tbody>
</table>
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A.4. Tasks Execution Time

The execution of each task depends on the requested capabilities and the capabilities provided by resources. Table A.6 shows the execution time of every task in the resources capable of executing it.

Table A.6: Execution Time of Tasks in Capable Resources

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>2</td>
<td>0.5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>10</td>
<td>5</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
<td>100</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>5</td>
<td>3</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>25</td>
<td>15</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

A.5. Resources Power Consumption

Furthermore, the power consumed by each resource depends on the tasks assigned to them. Table A.7.a and A.7.b illustrates the power consumption per resource when executing the task.

Table A.7.a: Power Consumption of Resources

<table>
<thead>
<tr>
<th>Task</th>
<th>Resource 1</th>
<th>Resource 2</th>
<th>Resource 3</th>
<th>Resource 4</th>
<th>Resource 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>N/A</td>
<td>N/A</td>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
<td>53</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>67</td>
<td>90</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table A.7.b: Power Consumption of Resources

<table>
<thead>
<tr>
<th>Task</th>
<th>Resource 6</th>
<th>Resource 7</th>
<th>Resource 8</th>
<th>Resource 9</th>
<th>Resource 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>5</td>
<td>N/A</td>
<td>122</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
<td>20</td>
<td>80</td>
<td>170</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>3</td>
<td>N/A</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>50</td>
<td>190</td>
</tr>
</tbody>
</table>
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