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Abstract

As the demand for wireless radio spectrum increases, spectrum regulatory authorities

expect to face a spectrum scarcity problem. Dynamic Spectrum Access (DSA) was

recently proposed to enable efficient utilization of the radio spectrum. Cognitive Ra-

dio (CR)s are used to help in the realization of efficient DSA techniques. An integral

component in Cognitive Radio Network (CRN), and in DSA in general, is scheduling,

which has to do with the Secondary User (SU)’s ability to decide on the available spec-

trum that best meets its Quality of Service (QoS) requirements. Switching delay, which

is defined as the time needed by a SU to hop among available channels, is a major

factor that affects the performance of CRNs. This study is motivated by the fact that

the literature is in need for efficient schedulers that can maximize the CRN’s through-

put while maintaining a minimum spectrum switching delay for the SUs. Specifically,

two scheduling techniques are introduced with the aim of minimizing the switching de-

lay and hence maximizing the amount of transmitted information over the underlying

CRN. The first scheduler is an opportunistic spectrum and switching-delay aware sched-

uler with the objective of maximizing the total number of transmitted packets over the

span of multiple time-slots. From the simulation results, the opportunistic scheduler,

in highly dynamic channels, was able to transmit up to 20% more packets compared

to the benchmark scheduling algorithm where the scheduling problem is done every

time-slot. Moreover, the scheduler was able to reduce the effect of both switching and

scheduling delays. On the other hand, the second proposed scheduler maximizes spec-

trum exploitation by allowing unscheduled SUs to utilize any idle spectrum during the

switching delay. From the results, the proposed scheduler allowed for≈ 38% more SUs

to be scheduled in an overpopulated CRN. Moreover, by utilizing the switching delay,

the proposed scheduler was able to deliver around 4.5% more packets compared to the

benchmark algorithm without sacrificing any complexity. In conclusion, both of the

implemented schedulers delivered a higher amount of transmitted packets compared to

the benchmark scheduling algorithms and both schedulers were able to reduce the effect

of switching delay.

Search Terms: Dynamic spectrum access, cognitive radio networks.
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Glossary

Fading channel is a wireless channel with a different sources of attenuation.

Internet of Things is a network of smart devices and sensors connected through the

internet to enable them to communicate and interact among themselves.

Media access control is a sub-layer in data link layer that provides flow control and

multiplexing for the physical communication link.

Signal to noise ratio is a measurement in engineering defined as ratio of signal power

to background noise power.

Software defined radio is a communication radio system with software implemented

components.

Telecommunications regulatory authorities are authorities responsible of regulating

the use of wireless radio spectrum to improve spectrum usage.

Voice over internet protocol is a type of audio multimedia communications or voice

communications over the internet.

Wireless sensor network is a wireless network of self-governing sensors and devices

used to monitor physical and environmental condition in remote and diverse lo-

cations.
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Chapter 1: Introduction

1.1. Significance of the Research

Over the last few years, the number of wireless devices and users have increased

a multi-fold. As a result, spectrum regulators and telecommunications regulatory au-

thorities expect to face difficulties in meeting such a growing demand. Studies forecast

that the number of mobile subscribers will increase by almost one billion in 2020 com-

pared to 2015 [1]. In addition to mobile users and with the growing attention on the

concept of the Internet of Things (IoT), devices are also being wirelessly connected,

thus imposing even more demand on the radio spectrum. A Gartner report predicts that

the number of connected devices will reach almost 20 billion in 2020 [2]. One of the

main challenges that we are currently facing is the limited radio spectrum [3]. Tradi-

tionally, telecommunications regulatory authorities were assigning a certain bandwidth

to subscribers, where only licensed subscribers have the right to access that band or

channel whenever required. On the other hand, unlicensed users are not allowed to uti-

lize the spectrum, even if the licensed users are not using it. This policy is called Fixed

Spectrum Access (FSA). As the number of wireless users increased in the last few years,

the radio spectrum cannot physically cope with requirements of each application. As a

result, this eventually led to a spectrum scarcity. In order to handle this increasing de-

mand, a new policy called Dynamic Spectrum Access (DSA) was proposed [4]. DSA

introduced the idea of allowing unlicensed users to utilize licensed spectrum without

causing any interference to its licensed users. Studies and experiments, [5–7], have

shown that the licensed users, or Primary User (PU) as referred to in the literature, are

infrequently exploiting their spectrum in certain applications. This led to the idea of

allowing unlicensed users, also known as Secondary User (SU), to utilize the licensed

spectrum without causing any harm to the PUs. One way to do so is by allowing the

SUs to opportunistically use the licensed spectrum whenever the PU is not using it.

This is called Opportunistic Spectrum Access (OSA) and it’s also known as interweave

paradigm. Moreover, SUs are also allowed to share the spectrum with the PUs, if SUs

will not cause any interference to the PUs. This is known as Concurrent Spectrum Ac-
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cess (CSA) or spectrum underlay. In order to achieve that, the SUs’ radios should have

cognitive capabilities such as: learning and analyzing the spectrum and making spec-

trum decisions to maximize spectrum utilization. Such radios are known as Cognitive

Radio (CR).

1.2. Background

The concept of CR was first proposed by Mitola in [4] as a part of software

defined radio (SDR) to break some of the main limitations in wireless communica-

tions such as: inefficient spectrum utilization. Unlike traditional radio communication

systems, SDRs can adapt to different changes in radio environment by varying their

operating channel, modulation and coding schemes. CR was first proposed as an in-

clusive part of SDR, yet with time, it evolved and CR is currently in the core of any

spectrum exploitation techniques in wireless communications. According to FCC [8],

CR is defined as: “an intelligent wireless communication system capable of changing

its transceiver parameters based on interaction with the external environment in which

it operates,” which makes it the main research topic in enabling spectrum utilization.

The keys to do so are: spectrum awareness and sensing as well as dynamic spectrum

scheduling and management. Spectrum awareness and sensing is a very crucial task in

the interaction between CR and radio environment. Through spectrum awareness and

sensing techniques, CRN should be aware of PUs status and activities. The level of

awareness in any CR varies from the knowledge of PU activity to estimating PU signal

to noise ratio (SNR) to even estimating the PU waveform [9]. After estimating the PU

or spectrum status, the SUs should be able to select the most suitable channel to support

their QoS requirements, then manage and coordinate the access to available spectrum

among themselves. This is called dynamic spectrum scheduling and management.

CR is a smart entity by itself, yet, by allowing CRs to interact and by mobiliz-

ing their knowledge, an intelligent organization can be created. Such organization can

help to enhance the overall spectrum exploitation. A group of CRs forms a Cognitive

Radio Network (CRN) and CRNs, similar to any wireless networks, are classified as

either centralized or decentralized networks as shown in Figure 1.1. Centralized net-
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Figure 1.1: CRN architectures: (a) decentralized CRN, and (b) centralized CRN.

works, also known as infrastructure-based CRNs, have one focused centralized control

point, which can be a Base Station (BS), that provides a single-hop communication to

all of the CRN nodes. This centralized control node is usually referred to as spectrum

server and primarily maintain control in the network. Since this central control point

receives information from all nodes, then it has a global view of the whole network.

This helps the centralized control point to make optimum decisions in terms of maxi-

mizing network throughput, spectrum fairness, efficiency, and priorities. However, this

type of networks is difficult to integrate into current existing wireless networks due to

its infrastructural nature. Unlike centralized CRNs, decentralized CRNs, also known as

distributed or ad-hoc networks, do not have any centralized control point and network

control is distributed among its nodes. Decentralized or Ad-hoc CRN uses peer-to-peer

connections among its nodes. Due to the lack of centralized control point, the communi-

cation among network nodes require a route selection, which make this type of network

architecture even more challenging than centralized one. Another big challenge in such

networks is the synchronization among CRN nodes. This impose a great challenge,

especially for synchronizing sensing periods in distributed CRNs. In order to sense the

presence of PU in the spectrum, all SUs must stop their communications. Otherwise,

SUs can cause corruption to the sensing process and CRN cannot tell whether a PU or a

SU is using the spectrum. Such period, when all SUs halt their connections in order to

sense the spectrum, is known as quiet period. In centralized CRNs, the BS can decide

17



the length of quiet period and synchronize it among all its nodes. Yet, in distributed

CRNs, synchronizing the quiet period among network nodes is a very challenging task.

Nonetheless, due to its infrastructure-less nature, decentralized CRNs have a great flex-

ibility and thus are more easier to integrate into current deployed networks.

1.3. Problem Statement

CRNs have also introduced even more challenges to the concept of CR. Beside

the challenges in cooperative spectrum sensing, one of the main challenges in CRNs

is to schedule the access of SUs to the spectrum based on certain objective. Some of

the main scheduling objectives discussed in literature are: maximizing the throughput

of CRN, increasing the spectral utilization, reducing the interference to other PUs and

SUs, ensuring fairness among CRN nodes, maintaining QoS requirement of different

SUs traffic types, minimizing end-to-end delay, and, in some application, minimizing

the SUs energy consumption. The scheduling process starts after the sensing process.

The information from the spectrum sensing is worthless if it was not received correctly,

analyzed intelligently, and employed wisely. Hence, making the dynamic spectrum

scheduling and management a very critical and decisive task in CRNs. Dynamic spec-

trum scheduling and management is composed of three main keys: spectrum decision,

spectrum sharing, and spectrum reallocation. Spectrum decision represents the sched-

uler ability to select the available band or channel that best suits SU’s QoS requirement.

Spectrum sharing, on the other hand, represents the collaboration among the SUs to ac-

cess the available resources. Finally, spectrum reallocation is the SU’s ability to leave

the licensed spectrum whenever a PU is detected. Spectrum reallocation comes with

the cost of less available transmission time. This occurs because, if the SU was as-

signed a new channel, then it will take some time to switch and adjust its transceiver

electronics and hardware to operate on the new scheduled channel. Thus, resulting in

a bandwidth loss. As a result, switching delay is a very crucial factor in the design of

SU electronics [10]. Shorter spectrum switching delay will result in a larger, heavier,

and more costly SU’s equipment, which is inefficient. This happens due to the fact that

fast spectrum switching time requires a larger number of filters [10], hence resulting in
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heavier, larger and more expensive SU’s hardware. As a result, switching delay is a very

important factor in dynamic spectrum scheduling. Spectrum reallocation and spectrum

decision problems are mainly studied separately in literature, which make investigating

both subjects jointly an open research topic [11]. Consequently, the aim of this thesis

is to create a scheduler that addresses both issues jointly. In other words, a major task

of schedulers introduced in this thesis is to maximize the total number of transmitted

packets over the underlying CRN while reducing the switching delay.
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Chapter 2: Literature Review

Many dynamic spectrum scheduling techniques in centralized CRNs were pro-

posed to address various scheduling objectives and challenges. When it comes to dy-

namic spectrum scheduling, few objectives are taken into consideration. One of the

main objectives is to increase the CRN throughput or to increase the amount of suc-

cessfully transmitted information in the CRN. Furthermore, since SU applications vary,

their traffic is heterogeneous too and the CRN scheduler should take this into considera-

tion while scheduling. Hence, another important objective is QoS requirements of each

SU. Additionally, energy consumption of SUs should also be taken into account, espe-

cially for energy limited applications, like sensors in wireless sensor network (WSN).

Moreover, the scheduler should also be capable of dealing with the arrival of PUs. Re-

call, the PUs have the highest priority and the scheduler must command the SUs that

are using PU’s spectrum to evacuate it once the PU arrives. As a result, the sched-

uler must also reallocate the displaced SUs to other available spectrum channels. This

is known as spectrum reallocation or handoff. Table 2.1, below illustrates a general

comparison among some dynamic spectrum scheduling papers based on the aforemen-

tioned objectives. In [12], a cross-layer design for a dynamic spectrum scheduling

technique that takes into account the SU’s session length was proposed. Liang et al.

in [13] proposed a resource allocation and scheduling scheme for a relay CRN that

maximizes the throughput and ensures a long-term fairness among SUs. Whereas in

[14], the authors classified SUs traffic based on their application and focused more on

spectrum reallocation of evacuated SUs. Furthermore, in [15, 16], scheduling schemes

were proposed to maximize the throughput of the CRN while minimizing the energy

consumption of SUs. The authors of [17–21] proposed scheduling schemes that ensure

QoS satisfaction for different types of SU traffic, where [18] and [19] enforced ad-

mission control into SUs to check their eligibility to utilize spectrum and [20] adopted

the idea of reserving available channels for future reallocation. In [22], Kannappa et

al. proposed a dynamic service rate allocation for SUs to balance the network buffer

and to reduce the buffers dropping probabilities, especially for real-time users or time

sensitive applications. A relay based CRN that improves the CRN throughput by allow-
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Table 2.1: General comparison between dynamic spectrum scheduling schemes based
on their scheduling objective.

Reference Throughput Energy Efficiency QoS Spectrum Reallocation
[12] X X
[13] X
[14] X
[15] X X
[16] X X
[17] X X
[18] X X
[19] X X
[20] X X
[21] X X
[22] X
[23] X
[24] X X X
[25] X X
[26] X X
[27] X X
[28] X
[29] X X
[30] X X
[31] X X
[32] X
[33] X

ing cooperation among PUs and SUs was proposed in [23]. Furthermore, the authors

in [24] and [25] proposed scheduling mechanisms that maximize the throughput and

reduce energy consumption of SUs. Yet, the authors in [24] developed a more appli-

cation specific scheduler that focuses on time-sensitive SUs such as video streaming

SUs, and the authors of [25] proposed a joint spectrum sensing and spectrum schedul-

ing optimization. In [26–28], the authors focused on spectrum reallocation (handoff)

in CRN with heterogeneous SU traffic. Additionally, the authers in [29] focused on

dynamic spectrum scheduling in CRN with Voice over Internet Protocol (VoIP) SUs

where a two-tier CRN that utilizes talkspurt and silent suppression of VoIP traffic was

proposed. On the other hand, the work in [30–33] aimed to reduce spectrum realloca-

tion and such task in accomplished by modeling spectrum reallocation probabilistically

based on PU’s behavior. Furthermore, the contributions on this topic are not limited to
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proposing scheduling and management schemes for CRN. For example, the authors of

[34] built an analytical framework to analyze CRN throughput by modeling CRN using

queuing theory while taking into consideration sensing errors, and link adaptation tech-

niques like ARQ. Additionally, alternative methods, like improving the PU network to

enhance CRN throughput by making PU’s network more SU friendly, was proposed in

[35]. Moreover, the work in [36] also focused on admission control of SUs to reduce

SU’s dropping and blocking probabilities.
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Chapter 3: System Model and Assumptions

The main goal of dynamic spectrum scheduling and management in OSA-based

CRN is to help in efficiently utilizing the wireless radio spectrum by allowing SUs to

access licensed spectrum whenever the PU is not using it. Every time a PU leaves its

spectrum, it creates a spectrum hole as shown in Figure 3.1. In centralized CRNs, SUs

can then exploit these spectrum holes with the aid of a centralized scheduler. Then,

the central control point or central scheduler task is to opportunistically schedule and

manage the access of SUs to the underutilized licensed channels. Before scheduling,

the central scheduler should receive and analyze the spectrum current occupancy and

SUs states. Additionally, the central scheduler should also have a prior information

about channels history and current channel quality. Then, the task of central scheduler

is to schedule the available resources to SUs based on a certain objective. The objec-

tive of schedulers developed in this thesis is to maximize the amount of transmitted

information in CRN while reducing the effect of switching-delay. Moreover, the sched-

ulers should also prevent the SUs from causing any interference to the PUs. As shown

in Figure 3.1, if the PU is not using its channel, then it will create a spectrum hole.

According to the OSA, the SUs should capitalize these opportunities by utilizing the

spectrum during them. Yet, when a PU becomes active and starts to seek its channel,

then all SUs using its channel must evacuate it. This is due to the fact that PUs have the

Figure 3.1: Illustration of spectrum holes and PUs spectrum exploitation over time.
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Figure 3.2: Discretization of time.

absolute priority over SUs, since they are the subscribers who paid to use the spectrum.

An infrastructure-based network is considered in this thesis where a Central Scheduler

(CS) is used as a control point for spectrum scheduling among CRN nodes. The thesis

follows the OSA, hence the SUs are allowed to use the licensed spectrum only if the PU

is not using it. Time is discretized in the simulations and the smallest time unit is called

time-slot as shown in Figure 3.2. Additionally, the system parameters are assumed to

be constant during time-slot and the parameters vary in a slot by slot basis.

3.1. Spectrum Model

Licensed spectrum is divided into a set of licensed bands or channels where

bw ∈ {b1,b2, ...,bB} represents licensed channel w. Each channel is composed of L sub-

channels. Thus, the spectrum will have in total LB sub-channels as shown in Figure

3.3, where l j ∈ {l1, l2, .., lLB} represents sub-channel j. Channels and sub-channels

are dedicated for PUs and SUs, respectively. In other words, the PUs are entitled to

use the whole channel while the SUs are allowed to use a single sub-channel for its

connection [14]. This paradigm illustrates a more realistic model. For example, the PU

can possibly represent a TV station where licensed spectrum consists of B-TV channels,

and these TV channels are not being fully utilized. On the other hand, CRN can be

thought of as a WSN, where this network is transmitting whenever the PUs are idle.

Additionally, WSN sensors require smaller bandwidth compared to TV channels. The
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Figure 3.3: Licensed spectrum model.

traffic in the licensed channels vary from one channel to another. This heterogeneity

can be classified using TV analogy, where TV channels have different activity rates. In

addition to channels heterogeneity, the B channels are also assumed to be independent

where channel’s activity does not depend on the activities of other channels.

3.2. Primary Users and Secondary Users Model

Since channel availability is assumed to depend only on the PU activity, it is

modeled in a way that is similar to the PU activity over the channel. In this thesis, each

channel is assumed to be dedicated to a certain PU. The PU activity and SU activity are

both modeled as a two-state Discrete-Time Markov Chain (DT-MC) with ON-and-OFF

states, as illustrated in Figure 3.4. The model suggests that the ON-state indicates an

active PU or SU, while the OFF-state indicates an idle PU or SU [33]. Moreover, as

illustrated in Figure 3.4, the probability pA,I represents the transition probability from

ON-state to OFF-state, and pI,A probability represents the transition probability from

OFF-state to ON-state. The probability transition matrix of PU Markov Chain (MC) is:

P =

 pI,I pI,A

pA,I pA,A

 . (3.1)

where P represents transition probability matrix. Similar matrices are also used to

model SU’s MC. Since the PU traffic is also assumed to be heterogeneous, then each

channel will have a different behavior compared to its neighbors. Additionally, the
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Figure 3.4: State transition diagram for PU/SU activity.

channels are assumed to be mutually independent where each channel will change its

state independently from other channels. SUs activities are also assumed to be mutually

independent. Two-state DT-MC representing the activity of PUs and SUs is composed

of two recurrent states. Since this MC is a single irreducible class with aperiodic states,

then it is a stationary MC. The stationary probabilities of both states are πactive and πidle,

and they are calculated as:

πactive =
pA,I

pI,A + pA,I
, (3.2)

πidle =
pI,A

pI,A + pA,I
. (3.3)

The occupancy rate or activity rate of any channel or band is assumed to be known and

such knowledge can be obtained from training and learning algorithms [37–39]. As

mentioned earlier, time is discretized in these simulations and the smallest time unit

is called time-slot. The system parameters are also assumed to be constant during any

time-slot and the parameters vary in a slot-by-slot basis. For example, the PU activity or

SU activity are assumed to be constant during any time-slot and their behavior changes

in a slot-by-slot basis. The number of available sub-channels is denoted by χn where

0 ≤ χn ≤ LB and number of busy sub-channel is LB− χn. On the other hand, the

number of SUs is denoted by S, and the number of active SU is denoted by Sact
n where

0 ≤ Sact
n ≤ S. Note that, since the PUs and SUs activities are modeled as DT-MC,

then they change over time and in slot-by-slot basis. Therefore, both χn and Sact
n are

functions of time-slot n.

For the sake of illustrating the model, three PUs B = 3 are assumed to be li-

censed for three different channels. The PUs activity rates are assumed to be: 10%,

20%, and 30%. Based on these activity rates, three different probability transition ma-
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Table 3.1: Simulated PU activity.

PU activity
Simulated
PU activity

PU #1 10% 9.96%
PU #2 20% 19.86%
PU #3 30% 29.85%

Figure 3.5: Licensed channels occupancy over 100 time-slots. (Black stripe represents
a busy channel, and white stripe represents an idle channel)

trices are formulated accordingly. Table 3.1 shows the assumed PUs activity rates and

the simulated PUs activity rates. In addition, Figure 3.5 illustrates the PUs activity

rates or the channels occupancy over some time-slots. The white spaces represent the

time-slots in which channels are idle or free to be used. Black stripes, on the other

hand, represent the time-slots in which the licensed channels are busy and SUs are not

allowed to use the channels. As seen from Figure 3.5, channel #3 has more black lines

compared to the others and that’s because it has a higher occupancy rate compared to

the other two channels. On the contrary, channel #1 has the least black stripes because

it has the lowest channel occupancy rate among the other channels.
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Figure 3.6: Partitioning the SNR range.

3.3. Channel Model

Each sub-channel is modeled as a Nakagami-m flat fading channel because

Nakagami-m fading channel can represent a wide variety of fading channels. In this

thesis, Channel State Information (CSI) is based on one parameter which is the re-

ceived instantaneous signal to noise ratio (SNR) per packet. In order to find CSI, chan-

nel estimation techniques are used. Channel estimation process is always done at the

receiver side. So, if an uplink system is assumed, where the receiver is a BS, then chan-

nel estimation is done by the BS. Otherwise, channel estimation is done by the SUs,

then the CSI is sent back to BS through a Common Control Communication Channel

(CCCC). In this thesis, an uplink system is assumed and channel estimation is done by

the BS. Additionally, channel estimation is assumed to be perfect. The channel model,

in this thesis, corresponds to a slow fading channel where the coherence time is larger

than the time-slot. Moreover, the channel model also corresponds to a block fading

channel model where instantaneous SNR is assumed to be fixed during predetermined

time-slot and it varies in slot-by-slot basis [40]. Hence, the fading channel is mod-

eled as a Discrete-Time Finite State Markov Chain (DT-FSMC), where the Finite State

Markov Chain (FSMC) represents the variation of channel status over time. Conse-

quently, Adaptive Modulation and Coding (AMC) is employed to improve the spectral

efficiency of the CRN. In order to use AMC, the FSMC representing the channel needs

to be first built. To build the FSMC representing channel, SNR range is partitioned.

Based on a predetermined Packet Error Rate (PER), the whole SNR range is partitioned

into a K +1 non-overlapping partitions as shown in Figure 3.6, where K +1 represents

the number of the FSMC state representing the channel. Each partition represents an

AMC mode ck, where 1 ≤ k ≤ K, except for the first partition c0, which represents
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Table 3.2: Transmission modes for uncoded square M-QAM modulation schemes.

Mode #1 Mode #2 Mode #3 Mode #4 Mode #5
Modulation Scheme BPSK QPSK 8-QAM 16-QAM 32-QAM

ck 1 2 3 4 5
ak 67.7328 73.8279 58.7332 55.9137 50.0552
gk 0.9819 0.4945 0.1641 0.0989 0.0381
γpk 6.3281 9.3945 13.9470 16.0938 20.1103

Table 3.3: Transmission modes of coded square M-QAM modulation schemes - Con-
volutional code.

Mode #1 Mode #2 Mode #3 Mode #4 Mode #5
Modulation Scheme BPSK QPSK 8-QAM 16-QAM 32-QAM

ck 1/2 1 3/2 3 9/2
Coding Rate 1/2 1/2 3/4 3/4 3/4

ak 274.7229 90.2514 67.6181 53.3987 35.3508
gk 7.9932 3.4998 1.6883 0.3756 0.0900
γpk -1.5331 1.0942 3.9722 10.2488 15.9784

deep fade mode. During the deep fade mode, the transmitter is not allowed to transmit.

The boundary points of partitions γk are determined based on the predetermined PER

(PERo). In order to partition the SNR range, PER expressions for each AMC mode

need to be found. However, the PER expressions of the AMC modes are difficult to

obtain, especially if coding is used. Thus, for the ease of calculation, PER functions

used in finding the boundaries are an approximated PER expressions that are found by

fitting PER function in Equation #3.4 to exact PER expressions of each transmission

mode. The approximated PER expressions are given by [40]:

PERk(γ)≈


1, if 0 < γ < γpk

ak exp(−gkγ), if γ > γpk

, (3.4)

where ak and gk are fitting parameters and γpk is the start fitting PER point. The param-

eters ak, gk and γpk are functions of the AMC mode and they are calculated by fitting

the approximated PER expressions to the exact PER curves. The AMC modes with

their parameters are provided in Table 3.2 for uncoded adaptive modulation or Table

3.3 for adaptive modulation and coding using convolutional code [40]. In this thesis,
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Figure 3.7: State transition diagram of Discrete-Time Finite State Markov Chain (DT-
FSMC) channel model.

uncoded adaptive modulation is used. Accordingly, the boundaries of the AMC modes

are obtained through solving the following equations [40]:

γ0 = 0, (3.5)

γk =
1
gk

ln
(

ak

PERo

)
, (3.6)

γk+1 = +∞, (3.7)

and the AMC mode is determined based on which region does the instantaneous SNR

lie:

ck ∈ [γk,γk+1) . (3.8)

The AMC boundaries γk are found using a predetermined PER (PERo). For the sake of

demonstration, Figure 3.8 illustrates the boundaries of the SNR partitions for uncoded

adaptive modulation. The boundaries were found using Equations #(3.5,3.6, and 3.7)

and a predetermined PER (PERo = 0.001). The transition probability matrix of the

channel FSMC is [41]:

Pc =



P0,0 P0,1 0 · · · 0 0 0

P1,0 P1,1 P1,2 · · · 0 0 0

0 P2,1 P2,2 · · · 0 0 0
...

...
... . . . ...

...
...

0 0 0 · · · PN−1,N−2 PN−1,N−1 PN−1,N

0 0 0 · · · 0 PN,N−1 PN,N


, (3.9)
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Figure 3.8: Boundaries of transmission modes for adaptive modulation without coding
with PERo = 0.01 and packet size of 1080 bits.

where Pa,b represents the transition probability from CSI-a to CSI-b. As illustrated in

Figure 3.7, the FSMC model representing the channel follows a birth-death model, and

this can be seen from the tri-diagonal probability transition matrix where:

Pa,b = 0, |b−a| ≥ 2. (3.10)

The rest of the transition probabilities are calculated using average SNR γ̄ , Nakagami-m

parameter m, and Doppler frequency fd and they are found using [41]:

Pk,k−1 =
ηkT

PK(k)
, (3.11)

Pk,k+1 =
ηk+1T
PK(k)

, (3.12)

where T is the time-slot duration, PK(k) is the probability of ck state to occur where ck

represents the AMC mode k, and ηk is Level Crossing Rate (LCR) of the channel in

mode k. Probability of AMC mode k, PK(k), is found by:

PK(k) =
∫

γk+1

γk

Pγ(γ)dγ =
Γ(m, mγk

γ̄
)−Γ(m,

mγk+1
γ̄

)

Γ(m)
, (3.13)
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where and Γ(m)=
∫

∞

0 ξ m−1e−ξ dξ is the Gamma function and Γ(m,x)=
∫

∞

x ξ m−1e−ξ dξ

is the upper or complementary incomplete Gamma function. Moreover, the LCR of

Nakagami-m fading channel is found by [41]:

ηk =

√
2π

mγk

γ̄

fd

Γ(m)

(
mγk

γ̄

)k−1

exp
(

mγk

γ̄

)
. (3.14)

The rest of transition probabilities are calculated using the second axiom of probability

and they are found using:

pk,k =


1− pk,k+1− pk,k−1, i f 0 < k < K

1− p0,1, i f k = 0

1− pN,N−1, i f k = K

. (3.15)

3.4. Assumptions

For the rest of the system and operation assumptions, each SU is assumed to

have a unique ID. A CCCC is assumed for the communications between SUs and BS of

CRN. The CCCC is assumed to be be an error-free narrowband channel with no latency.

Additionally, in this thesis, the sub-channels are classified into three categories:

1. Protected sub-channels: which are sub-channels in an occupied channel.

2. Scheduled sub-channels: which are sub-channels occupied by SUs.

3. Candidate sub-channels: which are idle sub-channels that are not utilized by any

SU.

Moreover, it is assumed that the underlying CRN employs a best effort User Datagram

Protocol (UDP) where retransmissions are not allowed and thus incorrectly received

packets are dropped. Furthermore, similar to cognitive radio standard IEEE 802.22, SUs

are assumed to have one transceiver. Hence, each SU requires only one sub-channel to

operate on [42]. Finally, a single sub-channel should only serve a single SU.
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Chapter 4: Dynamic Spectrum Scheduling and Management

4.1. Media Access Control Framework

Unlike wireless networks, CRNs are required to operate in a changing spec-

trum and unsteady environment with limited resources. This led to modifications in its

network protocols. For example, AMC is employed in the Physical Layer (PHY) in

order to adapt to changing environment and to improve the spectral efficiency. Addi-

tionally, new Media Access Control (MAC) protocol is designed to mainly utilize the

changing and limited spectrum. This section will go through the MAC protocol for

centralized CRNs. Assuming that the communications between the BS and CRN nodes

is synchronized, dynamic spectrum scheduling and management occur periodically ev-

ery time-slot. Communications during time-slots are done using a MAC framework as

shown in Figure 4.1. During each time-slot, three to four tasks are carried out depend-

ing on the scheduling result. First, the most important task is to sense the PU activity or

channel occupancy. Depending on the type of the CRN, the sensing process is carried

by either the SUs or the BS. In Ad-hoc networks, the SUs sense the spectrum. However,

in centralized CRNs, the sensing process can be done by either the SUs or the BS. Dur-

ing the sensing period, all SUs must halt their communications in order to sense PUs

in the spectrum. Otherwise, the interference from SUs’ signals will cause a disturbance

to the sensing process. Afterward, the control phase is carried out. In this phase, the

SUs will send all their information and sensing results, if any, to the BS. Thereafter, the

CS will start the scheduling process before broadcasting the scheduling results to the

entire CRN nodes. If a SU was not assigned a sub-channel, then it will get in to the idle

phase as illustrated in Figure 4.1(b). Otherwise, if required, the SU will first adjust its

transceiver to operate on the new scheduled channel, then it will start transmitting as

shown in Figure 4.1(a).

4.1.1. Spectrum Sensing. Spectrum sensing is one of the most crucial tasks

in any CRN. Spectrum sensing was developed to help CR identify the spectrum sta-

tus and to help create more opportunities for SUs. Additionally, accurate sensing is

required because if a PU is detected, then the utilized spectrum bands have to be evacu-
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Figure 4.1: Structure of MAC framework for different scenarios: (a) MAC framework
for scheduled SU and (b) MAC framework for unscheduled SU.

ated. Recently, multiple spectrum sensing techniques were developed such as: matched

filter detection, energy detection, and feature detection [43]. In CR standards, such

as IEEE 802.22, the spectrum sensing technique is not usually specified, and standards

mainly allow for any spectrum sensing technique. However, even though the detection

mechanism is not specified, standards usually specify certain conditions that CRN and

its nodes must satisfy. Some of these conditions are maximum allowed time to sense

and maximum time given for SU to leave the channel [44]. In this thesis, it is assumed

that there is no interaction between the SUs and the PUs. Hence, SUs do not have any

knowledge regarding the PU’s transmission. Additionally, the sensing process is as-

sumed to be perfect and the aim of this process is to detect whether the PU is active or

not. The sensing time in this thesis is denoted by tsen.

4.1.2. Control Phase. After the sensing phase is carried out, all the informa-

tion required for the scheduling process must be sent to CS through CCCC. Every SU

will send its unique ID, the operating frequency of its transceiver, and its status to the

CS. As mentioned in Section #3.2, SU status is either ON or OFF, where the ON-state

indicates an active SU and the OFF-state represents an idle SU. Afterward, given the

sensing results, the SU status and the CSI, the CS in the BS will perform the scheduling

algorithm based on certain objective function. In this thesis, the main objective func-

tion is to maximize the total number of transmitted packets from CRN while reducing

the switching-delay effect. The details of scheduling algorithms are discussed later in

Chapters #5 and #6. After the scheduling is performed, the BS will then broadcast
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the scheduling results to all the SUs in the CRN. The broadcast will contain each sub-

channel with SU assigned to it. Moreover, the broadcast will also contain the time set of

each scheduled SU to start and stop their transmission. In this thesis, the control phase

duration is denoted by tc.

4.1.3. Switching and Transmission Phase. If the SU was not assigned a

sub-channel, then it will not transmit and it will stay idle till the end of the time-slot.

However, if the SU was assigned a sub-channel, then it will first switch its transceiver to

operate on the new scheduled sub-channel. Afterward, it will start transmitting till the

end of the time-slot. It is worth mentioning that the switching phase is not a mendatory

phase because the CS can schedule the SU to its previous sub-channel. Thus, elimi-

nating the need for the SU to adjust its transciever. In this section, the focus will be

on the switching and transmission phases. In order to find the amount of transmitted

information, the transmission time must be first found. To find the transmission time,

the duration of the rest of framework phases must be defined and found. Note that, the

sensing duration and control phase duration are fixed. Hence, after defining the sensing

phase and the control phase, the switching phase is defined. Switching delay, in litera-

ture, is defined as the time required to find an idle sub-channel, or even the routing delay

in distributed CRNs. However, in this thesis, switching delay is defined as the time re-

quired for the SU to adjust its transceiver’s operating frequency to the new scheduled

frequency. Shorter spectrum switching delay will result in a larger, heavier, and more

costly SU equipment, which is inefficient. This is due to the fact that fast spectrum

switching time requires more filters [10]. As a consequence, the switching delay plays

an important role in the CR design process and it is a very crucial factor in the selection

the CR electronics [10]. The delay associated with spectrum switching depends mainly

on old and new sub-channels, and for simplicity, such relation is assumed to be linear

and is found as follow [45]:

tsw
n = vsw

∣∣∣ f new
n − f old

n

∣∣∣ , (4.1)

where f new
n is frequency of new scheduled sub-channel, f old

n is the frequency of old sub-

channel, and vsw is the switching latency factor which represents the time that requires
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the SU to move in the spectrum and it’s measured in seconds per unit bandwidth (Hz).

The switching time is not constant and it varies in a slot-by-slot basis depending on the

scheduling result. As a result, the switching delay is a function of time-slot n. After

the switching is done, the SU can start the transmission till the end of the time-slot.

After defining all the MAC framework phases, the transmission time is thus calculated

as follows:

ttr
n = max

(
0,T −

(
tsen + tc + tsw

n
))

, (4.2)

where T is the time-slot duration. Theoretically, it is possible for the switching delay

to be more than the available time where tsw
n > T − (tsen + tc). Such cases will result in

a negative transmission time ttr
n < 0. Therefore, the max(.) function is used to account

for such cases.

4.2. Benchmark Scheduling Algorithm

After sensing the spectrum, based on the available and sensed information, the

CS must distribute the available spectrum resources among the contending SUs. Man-

aging and distributing the available resources to contending SUs is a scheduling prob-

lem as illustrated in Figure 4.2. As shown in Figure 4.2, after obtaining all the required

information: PU activity, SU availability and CSI of each SU in each sub-channel, it

is the CS job to schedule and distribute the available sub-channels to active SUs based

on a certain objective function. The objective function can be, for example, to manage

SUs access to the spectrum while maximizing the throughput of the secondary network

or CRN, maximizing the spectral utilization, reducing the interference to other PUs and

SUs, ensuring fairness among CRN nodes, maintaining QoS requirement for different

SUs traffic types, reducing end-to-end delay and, in some application, minimizing the

SUs energy consumption. The scheduling problem in this thesis evolves around maxi-

mizing the total amount of transmitted information in the CRN while reducing the effect

of switching delay. Two scheduling algorithms are proposed in this thesis to encounter

this issue. Before introducing these scheduling algorithms, a benchmark scheduling

algorithm is introduced where this scheduling algorithm will be used as a benchmark

reference point to help us study CRN performance of different scheduling algorithms.
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Figure 4.2: Illustration example of scheduling problem model of CRN where active
SUs (right) need to be scheduled to available spectrum sub-channels (left) based on a
certain objective function.
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The benchmark scheduling algorithm main objective is to maximize the total number

of transmitted packets in the CRN. The scheduling problem is performed every time-

slot during the control or scheduling phase of the MAC framework. The aim now is

to define the number of transmitted packets in terms of the transmission mode and the

transmission duration. The number of transmitted packets that SU s can transmit on

sub-channel j during time-slot n is calculated as follow:

Rn( j,s) = un( j)en(s)Yn( j,s)ttr
n ( j,s), (4.3)

where un( j) ∈ {0,1} is the PU state in sub-channel j at time-slot n, en(s) ∈ {0,1} is the

SU state of user s at time-slot n, and Yn( j,s) represents the amount of packets that SU s

can transmit on sub-channel j during time-slot n, and it’s given by [41]:

Yn( j,s) =

(
Rb

Lp

)
cn( j,s), (4.4)

where cn( j,s)∈ {0,1, ...,K−1} is the channel mode of user s on sub-channel j at time-

slot n, Rb is the bit rate and Lp is the packet size. From the definition, it can be seen that

the channel quality, the SU activity and the spectrum occupancy are accounted for in the

definition using the indicator variables cn( j,s), en(s) and un( j), respectively. Hence, if

the SU is not active, en(s) = 0, or if the channel is occupied, un( j) = 0, then the number

of transmitted packets will be zero. Afterward, the CS needs to schedule SUs into the

available spectrum. An optimization problem is formulated and it is a binary integer

problem. The optimization problem is formulated as follows [45]:

max−→x

LB

∑
j=1

S

∑
s=1

X( j,s)Rn( j,s),
(4.5)

subject to X( j,s) ∈ {0,1} , (4.6)
LB

∑
j=1

X( j,s)≤ 1, s ∈ {1, · · · ,S} , (4.7)

S

∑
s=1

X( j,s)≤ 1, j ∈ {1, · · · ,LB} , (4.8)
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where variable X( j,s) represents the binary decision variable of user s at sub-channel

j and −→x =
[
X( j,s)

]
where j ∈ {1, · · · ,LB} ,s ∈ {1, · · · ,S} is the decision vector. The

CS needs to also take into consideration some predetermined constraints. Constraint

(4.6) indicates that the decision variable must be a binary variable, where X( j,s) =

0 indicates that SU s is not assigned to sub-channel j and X( j,s) = 1 indicates that

SU s is assigned to sub-channel j. On the other hand, constraint (4.7) represents the

fact that each CR has one transceiver and can only utilize one sub-channel. Similarly,

constraint (4.8) prevents multiple simultaneous utilization of a single sub-channel. The

optimization problem tries to solve and find −→x that provides the maximum number of

transmitted packets given the above constraints.
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Chapter 5: Opportunistic Scheduling Algorithm

The sensing process is fundamental and must be performed every time-slot to

ensure the protection and the integrity of PU. Otherwise, the SUs can cause an un-

desired interference to PUs. On the other hand, scheduling is performed in order to

distribute the spectrum resources among contending SUs. Furthermore, the switching-

delay will always occur whenever the CS orders a SU to switch its current sub-channel.

Hence, the switching delay occurs always after the scheduling phase as shown in Fig-

ure 5.1. Both scheduling and switching delays consumes bandwidth. Thus, the aim

of the scheduling algorithm introduced in this chapter is to reduce the effect of both

scheduling and switching delays. This is done by performing the scheduling process

once every multiple time-slots as in Figure 5.1(b) instead of every time-slot as in Fig-

ure 5.1(a), hence reducing the waste in bandwidth caused by both delays. However,

if a PU is idle during current time-slot, it might become active in the next time-slot,

thus preventing the SU from transmitting. Alternatively, if a SU is active during cur-

rent time-slot, it might become idle in the next time-slot, thus wasting a transmission

opportunity. Therefore, scheduling a SU to a certain sub-channel over the span of mul-

tiple time-slots is a complicated task. Nonetheless, the scheduling algorithm should be

able to deal with the changing and unsteady behavior of the CRN. Such task can be

achieved by intelligently employing the PU, SU, and channel probabilistic models that

were developed in Chapter #3. The idea behind this scheduling algorithm is to maxi-

mize the expected number of transmitted packets in the CRN over the span of multiple

time-slots. The expected number of transmitted packets is obtained using an estimation

algorithm. This scheduler is called an opportunistic scheduling algorithm.

The idea behind this scheduler is to increase the amount of transmitted infor-

mation by allowing the SUs to switch their channels every multiple time-slots, hence

reducing the time consuming effect of both switching and scheduling delays. This work

was first proposed in [46]. However, the proposed scheduler is built to help decrease

the effect of only the scheduling delay, and does not take switching delay into con-

sideration. Since scheduling delay is fixed, it is easily accounted for in opportunistic

scheduler. On the other hand, the delay associated with spectrum switching depends
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Figure 5.1: Scheduling routine for: (a) benchmark scheduling algorithm where schedul-
ing occur every time-slot, and (b) opportunistic scheduling algorithm where scheduling
occur every multiple time-slots.

mainly on current channels and new scheduled channels [10], which makes it, unlike

the scheduling delay, a random delay. In addition of being random, the switching delay

is also a function of channel bandwidth and it mainly depends on the SU’s electron-

ics. Moreover, the scheduler used in [46] uses a heuristic scheduling algorithm. In

contrast, the scheduler used in this thesis employs an optimization algorithm to solve

the scheduling problem. An optimization problem is formulated and solved to find the

optimum solution.

5.1. Estimation Process

As mentioned before, the aim of this scheduler is to allow the SUs to switch

their channels over the span of multiple time-slots, which will reduce the effect of the

switching delay. Hence, the scheduling process will occur every N time-slots, where

N is called the scheduling period. Based on the assumptions in Section #4.2 and as

Figure 4.2 illustrates, at the beginning of every scheduling or control phase, the CS

should know un( j) ∈ {0,1}, the PU state of sub-channel j at time-slot n, en(s) ∈ {0,1},

the SU state of user s at time-slot n, and cn( j,s) ∈ {0,1, ...,K−1}, and the channel

mode of user s on sub-channel j at time-slot n. Then, the system is modeled as a multi-

dimension MC based on the models discussed in Chapter #3. Each state is represented
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by PU activity, SU status, and CSI, where the states of multi-dimensional MC is denoted

by yn(j,s) =
(
un( j) = i,en(s) = m,cn( j,s) = k

)
or for simplicity (i,m,k). The proba-

bility of state (i,m,k) to occur is represented by the joint Probability Mass Function

(PMF) of state (i,m,k). The joint PMF of state (i,m,k) is denoted by pn
(
yn(j,s)

)
=

pn
(
un( j) = i,en(s) = m,cn( j,s) = k

)
or for short pn (i,m,k). Additionally, the joint

PMF state vector, denoted by Πn, is a vector of size (2×2× (K +1)) that contains the

joint PMF probabilities of all states in multi-dimension MC. Note that, the state vector

is also a function of time-slot n where n ∈ {1, ...,N}. Since the system is modeled as

MC, all the joint PMFs can be specified using the initial joint PMF and the probabil-

ity transition matrix of MC. Initial joint PMF is found based on measured and shared

information at the beginning of first time-slot. The PMF state vector of first time-slot

is:

Π1 =

 1, i = i∗,m = m∗,k = k∗

0, otherwise
, (5.1)

where i∗, m∗, and k∗ are the observed and sensed PU activity, SU state, and CSI at

first time-slot, respectively. From the measurements and shared information, the CS

can then find the number of transmitted packets of SU s at sub-channel j during first

time-slot n = 1. Afterward, the joint probabilities of the rest of the time-slots are found

using conditional PMFs and initial PMF:

Πn+1 = PΠn, (5.2)

where P is the transition probability matrix of multi-dimension MC and is given by:

P =


p
(
0,0,0|0,0,0

)
p
(
0,0,1|0,0,0

)
· · · p

(
1,1,K|0,0,0

)
p
(
0,1,0|0,0,1

)
p
(
0,0,1|0,0,1

)
· · · p

(
1,1,K|0,0,1

)
...

... . . . ...

p
(
0,0,0|1,1,K

)
p
(
0,0,1|1,1,K

)
· · · p

(
1,1,K|1,1,K

)


, (5.3)

P =
[

p
(
i′,m′,k′|i,m,k

)]
, (5.4)
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where p
(
i′,m′,k′|i,m,k

)
is the transition probability from state (un( j) = i,en(s) = m,

cn( j,s)= k) to state
(
un+1( j) = i′,en+1(s) = m′,cn+1( j,s) = k′

)
. Hence, state

(
i′,m′,k′

)
can be obtained using:

pn+1
(
i′,m′,k′

)
= ∑

i,m,k
p
(
i′,m′,k′|i,m,k

)
pn (i,m,k) . (5.5)

The transition probabilities are found using Bayes’ theorem where the transition condi-

tional probability is [46]:

p
(
i′,m′,k′|i,m,k

)
=

p
(
i′,m′,k′, i,m,k

)
p(i,m,k)

= p
(
i′|m′,k′, i,m,k

) p
(
m′,k′, i,m,k

)
p(i,m,k)

= p
(
i′|m′,k′, i,m,k

)
p
(
m′,k′|i,m,k

)
. (5.6)

By continuing the derivation using the same steps as above, the transition probability is

found to be:

p
(
i′,m′,k′|i,m,k

)
= p

(
i′|m′,k′, i,m,k

)
p
(
m′|i′,k′, i,m,k

)
p
(
k′|i′,m′, i,m,k

)
. (5.7)

As per the models in Chapter #3, the PU state only depends on the PU state of previous

time-slot, and the SUs or the CSI do not play any rule in whether the PU should be

transmitting or not. Additionally, channel mode only depends on previous channel

mode and it is independent of both PUs activity and SUs activity. Moreover, the SU

state depends only on the SU previous state. As a result, the transition conditional

probability is:

p
(
i′,m′,k′|i,m,k

)
= p

(
i′|i
)

p
(
m′|m

)
p
(
k′|k
)
, (5.8)

where all the transition probabilities are from the models discussed in Chapter #3. Using

the transition probabilities, the probability transition matrix, P, of multi-dimension MC

is formulated. Thus, the PMF state vector of time slot n+ 1 can be found using the

probability transition matrix and the PMF state vector of time-slot n via Equation #5.2.

The scheduling of the SUs is based on the estimated number of transmitted packets of
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each SU at each sub-channel during the span of N time-slots. Such expected value is

found using the modeled multi-dimension MC. The estimated number of transmitted

packets during N time-slots is simply the sum of the expected number of transmitted

packets in every time-slot n during scheduling period N:

R̃( j,s) =
N

∑
n=1

R̃n( j,s), (5.9)

where R̃n( j,s) is the expected number of transmitted packets of SU s at sub-channel j

during time-slot n and it is found as follow:

R̃n( j,s) = ∑
i,m,k

pn (i,m,k)R(i,m,k) , (5.10)

where R(i,m,k) is the number of transmitted packets of state (i,m,k) in multi-dimension

MC.

5.2. Scheduling Algorithm

Unlike the scheduler in [46], the scheduling process in this thesis is done us-

ing an optimization algorithm and not a greedy algorithm. Similar to the benchmark

algorithm in Section #4.2, the scheduler main objective is to maximize the expected

number of transmitted packets in the CRN. However, unlike the benchmark algorithm

where scheduling is done every time-slot, the optimization problem in the opportunistic

algorithm is formulated every N time-slots as follow:

max−→x

BL

∑
j=1

S

∑
s=1

X( j,s)R̃( j,s),
(5.11)

subject to X( j,s) ∈ {0,1} , (5.12)
LB

∑
j=1

X( j,s)≤ 1, s ∈ {1, · · · ,S} , (5.13)

S

∑
s=1

X( j,s)≤ 1, j ∈ {1, · · · ,LB} , (5.14)
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Figure 5.2: A simulation sample to illustrate the estimated number of packets to be
transmitted during a scheduling period of N = 6 compared to the actual number of
transmitted packets during a scheduling period of N = 6.

5.3. Performance Analysis and Discussion

In this section, the performance of the proposed opportunistic scheduling algo-

rithm is evaluated. The performance evaluation results are found using Monte-Carlo

simulations over the duration of 100,000 time-slots, and MATLAB is the program used

to perform the simulations. Most of simulation parameters are in Table 5.1. The perfor-

mance of the proposed opportunistic scheduling algorithm is compared to the perfor-

mance of benchmark scheduling algorithm where N = 1. The performance metrics are

the total number of transmitted packets every time-slot and the switching delay. Dif-

ferent traffic intensities for each SU can be assumed, but, for the sake of simplicity, the

SUs activities are assumed to be equal and SU activities are set to πSU
active = 80%. Five

PUs are licensed to five different channels. The PU activity of each channel is set to:

20%, 25%, 30%, 35%, and 40%, and five probability transition matrices of PU activities

are found accordingly.
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Table 5.1: Simulation parameters for the benchmark scheduling algorithm simulations.

Variable Value

T 2 ms
B 5 bands
L 3 sub-channels per band
S 20 SUs
γ̄ 15 dB
m 1
PERo 0.001
K 5 channel modes
fd 50 Hz
W 6 MHz
tsen 0.5 ms
tc 0.5 ms
vsw 0.1 ms/MHz
Rb 2 Mbps
Lp 1080 bits

First, the estimation process is investigated. The aim here is to study the accu-

racy of the estimation process. Figure 5.2 illustrates a sample of the simulation per-

formed. Figure 5.2 shows the actual number of transmitted packets during the schedul-

ing period, which is N = 6 is figure’s case, compared to the estimated number of packets

to be transmitted during scheduling period of N = 6. It can be seen that the estimation

values are close to the actual number of transmitted packets. However, to fairly study

the accuracy of the estimation process, the error between the estimated values and the

actual results need to be investigated. The percentage error is found using the standard

estimation error formula:

eest =

∣∣∣∣∣ R̃t−Rt

Rt

∣∣∣∣∣100%, (5.15)

where R̃t is the estimated number of transmitted packets during the whole scheduling

period t and Rt is the actual number of transmitted packets during the whole scheduling

period t. Figure 5.3 illustrates how scheduling periods effect estimation error under

different Doppler frequencies. As shown Figure 5.3, in general, the estimation error de-

creases as scheduling periods increase. This happens due to the fact that as scheduling

period increases, the actual number of transmitted packets during the scheduling period
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Figure 5.3: Estimation error percentage of the proposed opportunistic scheduling algo-
rithm against scheduling period for different Doppler frequencies fd .

tends to approach the expected value found by estimation algorithm. The error occurs

because the dynamic behavior of the system affects the actual number of transmitted

packets every time-slot. Recall that the number of transmitted packets depends on three

main factors: channel occupancy, SU activity, and channel quality. Additionally, it is

also assumed that when a SU is scheduled to a sub-channel, then the sub-channel will

be assigned to that SU for the whole scheduling period N. Hence, if a major change

occurred to system parameters, then the SU is forced to stick with its scheduled sub-

channel. For example, if the PU turned from idle to active, then the SU cannot utilize

the sub-channel and it also cannot change its assigned sub-channel. Additionally, if

the SU becomes idle, then sub-channel will not be assigned to a different SU. Such

random behavior impacts the estimation process, especially on the short run or short

scheduling periods. However, the impact of random behavior decays as scheduling pe-

riod increases. Hence, the behavior of estimation error decreases as scheduling periods

increase.
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Figure 5.4: Estimation error percentage of the proposed opportunistic scheduling algo-
rithm against the scheduling period for different PU activities.

The estimation error is investigated by varying the three mentioned factors:

Doppler frequency, PU activity and SU activity. As mentioned earlier, Figure 5.3 shows

how Doppler frequency or how the fading rates of the channel can affect the estimation

error. As the Doppler frequency increases, the fading rates become higher and the

channel becomes more dynamic. As a result, the channel will tend toward changing

its current state instead of preserving it, thus heavily impacting the estimation accu-

racy and increasing the percentage error. On the other hand, if the channel is less

dynamic, then it will tend toward preserving its current state rather than changing it.

As a result, this will increase the accuracy of the estimation process, and it will re-

duce the percentage error. Figure 5.4, on the other hand, illustrates how the PU activity

impacts the estimation process. PU activities used in the simulations are: PUactivity
low =

{10%,10%,10%,10%,10%}, PUactivity
medium = {20%,25%,30%,35%,40%}, and PUactivity

high =

{40%,40%,40%,40%,40%}. From Figure 5.4, it can be shown that as the average PU

activity of CRN increases, the percentage error increases. This happens because the in-

crease in PU activity upsurges the unstability of the channel. Hence, resulting in more

48



Figure 5.5: Estimation error percentage of the proposed opportunistic scheduling algo-
rithm against the scheduling period for different SU activities.

changes in the spectrum occupancy and impacting the estimation accuracy. Addition-

ally, if the PU activity decreases, then the changes in the spectrum decrease too, thus

resulting in a more steady behavior and less error in the estimation process. Same ar-

gument applies to the relation between estimation error and the SU activity. Figure 5.5

demonstrates the relationship between the estimation accuracy and the SUs activities.

As the SU activity gets higher, the SU tends to reserve its state toward being active, thus

reducing the estimation error. However, when the SU activity is 50%, then the SU have

50-50% chance to either be active or idle, thus increasing the instability of the system.

As a result, the error percentage will increase.

Moving forward, the performance of the proposed opportunistic scheduling al-

gorithm is investigated. The performance measures are: the number of transmitted

packets and switching delay. The number of transmitted packets in the CRN is calcu-

lated as:

ϒn =
BL

∑
j=1

S

∑
s=1

Xn( j,s)Rn( j,s), (5.16)
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Figure 5.6: Average number of transmitted packets every time-slot in the CRN against
the scheduling period for different Doppler frequencies fd .

where Xn( j,s) ∈ {0,1} is the decision variable of scheduling problem and Rn( j,s) is

the number of transmitted packets of SU s on sub-channel j at time-slot n and it is

calculated:

Rn( j,s) = un( j)en(s)cn( j,s)

(
Rb

Lp

)
ttr
n . (5.17)

The switching time per SU, on the other hand, is found as follow:

τn =
∑

S
s=1 Xn(s)tsw

n (s)
S

, (5.18)

where Xn(s) ∈ {0,1} is the decision variable of whether SU s is scheduled or not and

tsw
n (s) is the switching time of SU s during time-slot n and it is found from:

tsw
n (s) = vsw

∣∣∣ f new
n (s)− f old

n (s)
∣∣∣ . (5.19)

The effect of Doppler frequency on is investigated next. This will demonstrate how

the performance of the scheduling algorithm varies with different fading rates. Recall
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that the Doppler frequency indicates the fading rate of the channel, where high Doppler

frequencies mean a dynamic channel and low Doppler frequencies represent less dy-

namic channels. As shown in Figure 5.6, the number of transmitted packets in the

CRN does not reach its peak when the scheduling occurs every time-slot and the op-

portunistic scheduling algorithm does actually, in certain cases, increase the number of

transmitted packets in theCRN. The benchmark scheduling algorithm does not achieve

the maximum peak due to the bandwidth consuming effect of consecutive scheduling

and switching that occur every time-slot. Moreover, the higher the fading rates, the

more dynamic the system will become. As a result, the number of transmitted packets

shows dependency on Doppler frequency where it is lower in high fading rate channels

compared to low fading rate channels. This also explains the peak shift in the number

of transmitted packets curves where the peak varies based on fading rates of the chan-

nel. The maximum number of transmitted packets when Doppler frequency is 50Hz is

achieved when estimation is done over the span of N = 3 time-slots. As the Doppler

frequency decreases and the channel becomes less dynamic, the maximum number of

transmitted packets is achieved with higher scheduling periods. The maximum number

of transmitted packets is achieved when N = 4 and N = 5 for Doppler frequencies 30Hz

and 15Hz, respectively.

On the other hand, as shown in Figure 5.7, the switching delay increases as

Doppler frequency increases. This happens because, in dynamic channels, the SU is

expected to switch more frequently. Moreover, the switching delay has a decreasing

behavior as N grows larger. This behavior is expected, since the main goal of this

scheduler is to increase the bandwidth by reducing the effect of both switching and

scheduling delays. Such behavior is dominant as scheduling periods get larger. On the

other hand, scheduling every multiple time-slots can also cause an increase in switching

delay. This occurs because increasing the scheduling period means that scheduling

will only occur every N time-slots. Hence, the SU will not keep track of the changes

occurring in the CRN, and during such time, the channel mode and system status can

change drastically. Hence, in the next scheduling event, a lot of switching will take

place in the CRN. The histogram in Figure 5.8 demonstrates such effect. As it can

be seen, for N = 1 where scheduling occurs every time-slot, the switching delay of
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Figure 5.7: Average switching delay per SU every time-slot against the scheduling
period for different Doppler frequencies fd .

Figure 5.8: Histogram of occurrences of each switching delay for different scheduling
periods N.
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Figure 5.9: Average number of transmitted packets every time-slot in the CRN against
the scheduling period for different numbers of SUs in the CRN.

SU tends to be zero and the mean of switching delay in the CRN is 6.1323× 10−2ms.

Yet, when N = 2 or N = 3, the switching delays increase in the CRN where the mean

of switching delays are 1.4451× 10−1ms and 1.7876× 10−1ms for N = 2 and N = 3,

respectively. This behavior is dominant at small scheduling periods like N = 2 and

N = 3. Yet, as N grows, this behavior gets dominated by reduced effect of scheduling

and switching delays. Moreover, such behavior can be seen in a dynamic CRN because

higher fading rates will result in an unstable system. From Figure 5.7, it can be seen that

such behavior becomes stronger with high fading rates, as in fd = 50Hz curve, because

the change in system parameter becomes more frequent, thus increasing the chances for

SU switching in the CRN. Yet, when fd = 15Hz such behavior is not observable, due

the less dynamic nature of the channel.

In the second set of simulations, the effect of SU’s number on CRN performance

is investigated. The Doppler frequency, in this simulation, is set to 50 Hz and the num-

ber of SUs in this simulation varies among S∈ {15,20,30}. As illustrated in Figure 5.9,

the number of transmitted packets in CRN increases as the number of SUs increases.
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Figure 5.10: Average switching delay per SU every time-slot against the scheduling
period for different numbers of SUs in the CRN.

Additionally, it can be noticed that this increase is a logarithmic increase since it slows

when S becomes larger. This happens because the CRN resources are limited. Thus,

as the number of SUs becomes larger, the spectrum cannot cope with the increasing

demand of CRN and only a certain amount of SUs will be scheduled. From Figure 5.9,

we can also notice that the maximum number of transmitted packets in the network oc-

curs when the scheduling period is N = 3 and the peak does not depend on the number

of SUs in the CRN. On the other hand, the switching time per SU, as shown in Figure

5.10, increases as the number of SUs in the CRN decreases. This happens because with

more SUs, every SU will have less chances to transmit, hence causing less switching

delay for each user.

In the last set of simulations, the effect of switching-delay latency factor, vsw, on

the number of transmitted packets in the CRN and switching delay per SU is studied.

The Doppler frequency in this simulation is set to 50 Hz and the number of SUs is

set to 20 users. As illustrated in Figure 5.11, the number of transmitted packets shows

dependency on the latency factor. The number of transmitted packets increases as the

54



Figure 5.11: Average number of transmitted packets every time-slot in the CRN against
the scheduling period for different latency factors vsw.

Figure 5.12: Average switching delay per SU every time-slot against the scheduling
period for different latency factors vsw.
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latency factor decreases. That is due to the fact that, as the latency factor of switching-

delay decreases, it allows the SUs to be scheduled into more sub-channels, because

the smaller the latency factor, the less time it takes the SUs to switch sub-channels.

Thus, increasing the range of sub-channels the SU can be scheduled to and reducing the

switching-delay per channel. The maximum number of transmitted packets is achieved

with N = 3, regardless of vsw. Finally, Figure 5.12 shows that the switching delay is less

with lower latency factors vsw and that’s because the lower the switching-delay factor,

the less time it takes to switch among sub-channels.
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Chapter 6: Interleave Scheduling Algorithm

As discussed in Chapter #4, SUs with small switching delay require large, heavy

and costly equipments which is inefficient. Moreover, SUs with large switching delay

will cause a degradation in the CRN performance since switching delay is a bandwidth

consuming factor. Additionally, with the growth of CR concept in IoT and WSN, es-

pecially in commercial devices, SU electronics’ cost became an important and decisive

factor in designing SUs and CRNs. Moreover, new spectrum bands are being utilized,

thus increasing the exploited spectrum range. As a result, switching delay is also a very

crucial factor in the CRN. Recall, the switching time occurs because SUs are required

to adjust their transceivers to operate on the new scheduled sub-channel or frequency

[45]. As mentioned earlier in Subsection #4.1.3, the switching delay depends mainly on

the current sub-channel and the new scheduled sub-channel. So, if the SU is scheduled

to a new sub-channel, then it will need time to switch to new sub-channel. During this

switching time, the new scheduled channel will be idle and underutilized. Therefore,

the aim of the proposed scheduling algorithm in this chapter is to reduce the effect of the

switching delay by utilizing it. The utilization is done by allowing other active and un-

scheduled SUs to transmit during the switching time of other scheduled SUs as shown

in Figure 6.1. This interleaving process reduces the wasted bandwidth by allowing

other SUs to exploit it. Henceforth, the proposed algorithm is referred to as interleave

scheduling algorithm. Beside utilizing the wasted bandwidth, another advantage of the

proposed scheduler is that it allows more SUs to transmit and exploit the spectrum.

Unlike the benchmark scheduling algorithm, the maximum number of SUs that can ex-

ploit the system depends on the available resources or idle sub-channels. Hence, the

maximum number of SUs to be scheduled is bounded by the number of available sub-

channels
(

Ssch
n ≤ χn ≤ LB

)
. Unlike the benchmark algorithm, in the interleave schedul-

ing algorithm, the number of scheduled SUs is not bounded by the number of available

sub-channels but by twice that number
(

Ssch
n ≤ 2χn ≤ 2LB

)
. The extreme case occurs

if all sub-channels are available and all SUs are scheduled to new sub-channels, then

there will be another LB possible chances to transmit. It is worth mentioning that in this

scheduling algorithm, the scheduling process is performed every time-slot. Therefore,
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Figure 6.1: Illustration example of the interleave scheduling algorithm and how it uti-
lizes the switching delays in CRN.

unlike the previous scheduler where the effect of both scheduling and switching delay

reduced, the interleave scheduling algorithm only reduces the effect of switching delay.

6.1. Scheduling Algorithm

As mentioned before, the aim of the interleave scheduler is to utilize the switch-

ing delay by allowing other unscheduled SUs to transmit during it, which will reduce

the effect of switching delay. Based on the histogram for N = 1 in Figure 5.8, the SUs

tend to stay on their current channel for approximately 81% of the time, and switch-
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ing occurs on approximately 19% of the time. Of course, such percentage depends on

the system parameters: PU activity, SU status, and channel state. As shown in Figure

6.1, the interleave scheduler should seize the opportunity to allow other active SUs to

transmit if possible. Note that Figure 6.1 is provided just for the sake of demonstrat-

ing and illustrating the idea behind the proposed scheduler. From Figure 6.1, we can

see that both SU-3 and SU-5 are scheduled to stay in their channels. Thus, no switch-

ing delay will occur. On the other hand, SU-1, SU-2, and SU-7 are assigned to new

channels. Hence, a switching delay will occur. Moreover, SU-4, SU-6, SU-8, and SU-

9 are active and are not scheduled. Therefore, they can be scheduled to any possible

opportunity for transmission and they are called candidate SUs, where Λcan
n represents

set of candidate SUs at time-slot n. The sub-channels assigned to SU-1, SU-2, and

SU-7 are sub-channels 3, 6, and 9, respectively. These sub-channels are available to

any SU in Λcan
n to exploit, if possible. Such sub-channels are referred to as candidate

sub-channels of second type. The set of candidate sub-channels of second type at time-

slot n is denoted by Ωcan
n . As illustrated in Figure 6.1, SU-4, and SU-9 were able to

exploit the available resources where it seems that the transceiver of SU-9 was already

set on sub-channel 9. Hence, allowing SU-9 to utilize sub-channel 9 till SU-7 is able

to use it. Simultaneously, it seems that the transceiver of SU-4 was adjusted to a fre-

quency near available sub-channel 6, thus allowing it to exploit it. As it can be seen,

the interleave scheduling algorithm is actually composed of two scheduling problems.

The first scheduling problem is the benchmark scheduling problem discussed in Section

#4.2. The second scheduling process is the interleave phase as illustrated in Figure 6.2.

The second interleave phase is similar to benchmark scheduling process. However, it is

done on the candidate SUs Λcan
n and candidate sub-channels of second type Ωcan

n .

To perform the interleave scheduling algorithm, the first step is to perform the

benchmark algorithm. Afterward, the goal is to find the set of candidate sub-channels of

second type Ωcan
n and set of candidate active SUs Λcan

n . Then, the number of transmitted

packets of each candidate SU at each of the candidate sub-channel of second type is

found as:

Řn(ω,λ ) = un(ω)en(λ )Yn(ω,λ )t̃tr
n (ω,λ ), (6.1)
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Figure 6.2: The two phases of the interleave scheduling algorithm.

where ω ∈Ωcan
n , λ ∈Λcan

n , t̃tr
n (ω,λ ) is the transmission time available for candidate user

λ to transmit on sub-channel ω , un(ω) and en(λ ) are the PU activity and the SU status,

respectively, and Yn(ω,λ ) represents the amount of packets that SU λ is transmitting

on sub-channel ω at time-slot n, and can be found [41]:

Yn(ω,λ ) =

(
Rb

Lp

)
cn(ω,λ ). (6.2)

As illustrated in Figure 6.3, the time to transmit t̃tr
n is found by:

t̃tr
n (ω,λ ) = max

(
0,T av(ω)− t̃sw

n (ω,λ )
)
, (6.3)

where t̃sw
n (ω,λ ) is the switching time of SU λ to sub-channel ω , and T av(ω) is the

available time for transmission on sub-channel ω which equals to tsw
n (ω,s), switching

delay of SU s ∈ Ssch
n in sub-channel ω . It is possible for the switching delay to be more

than the available time to transmit. This case happens if T av(ω) < t̃sw
n (ω,λ ), and it

will result in a negative transmission time t̃tr
n (ω,λ ) < 0. Therefore, the max(.) func-

tion is used to account for such cases. After finding Řn(ω,λ ), the scheduling process

is performed. Similar to the benchmark scheduling algorithm, the main objective of

scheduling algorithm of second interleave phase is to maximize the total number of

transmitted packets in the CRN. The optimization problem is formulated and it is a bi-

nary integer problem. The scheduling problem is performed every time-slot. From the

definition, it can be seen that if the SU is not active or if the channel is occupied, then
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Figure 6.3: The MAC framework time notations during the interleave scheduling algo-
rithms.

the number of transmitted packets will be zero. Additionally, if the transmission time

is zero, then the amount of packets transmitted will also be zero. The CS needs to also

take into consideration some predetermined constraints. The optimization problem is

formulated as follow:

max−→x Int

Ωcan
n

∑
ω=1

Λcan
n

∑
λ=1

XInt(ω,λ )Řn(ω,λ ),
(6.4)

subject to XInt(ω,λ ) ∈ {0,1} , (6.5)
Ωcan

n

∑
ω=1

XInt(ω,λ )≤ 1, λ ∈
{

1, · · · ,Λcan
n
}
, (6.6)

Λcan
n

∑
λ=1

XInt(ω,λ )≤ 1, ω ∈
{

1, · · · ,Ωcan
n
}
, (6.7)

where XInt(ω,λ ) is the binary decision variable of second scheduling phase. Even

though the scheduling problem for the second phase is similar to first phase. Yet, it is

smaller in size, since the number of candidate SUs is less than or equal to active SUs(
Λcan

n ≤ Sact
)

and candidate sub-channels of second type are also less than or equal to
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candidate sub-channels
(
Ωcan

n ≤ χn
)
. In addition, the interleave scheduling algorithm

has the same complexity O
(

f (x)
)

as the benchmark scheduling algorithm. Since the

scheduling phases in the interleave scheduling algorithm are consecutive and since they

have the same complexity, then the scheduling algorithm complexity is O
(
2 f (x)

)
=

O
(

f (x)
)
. This is also another great advantage of the proposed algorithm in addition to

the increase in the amount of transmitted information and the increase in the number of

scheduled SU, which is that it has the same complexity as benchmark algorithm.

6.2. Comments on Optimization of the Proposed Scheduling Algorithm

The idea behind this chapter is to implement a scheduler that utilizes the switch-

ing delay by allowing active and unscheduled SUs to transmit during it. The scheduling

problem aims to maximize the total number of transmitted packets in the CRN during

a time-slot. Even though the proposed algorithm consists of two optimized scheduling

algorithms. Yet, the proposed scheduler is a heuristic scheduling algorithm and it is not

an optimized scheduling algorithm. Such optimization problem will be subjected to the

following constraints. The first constraint is to permit only one active SU to transmit

and use only one sub-channel at any point of time. Thus, more than one SU can uti-

lize the sub-channel during any time-slot, but in a consecutive manner. In other words,

more than one SU can utilize the channel, yet, they cannot do it simultaneously and they

need to take turns utilizing it. The second constraint must be for any sub-channel to be

granted to only a single SU at any point of time. In other words, the sub-channel can

to be granted to more than one SU during time-slot, but in a consecutive manner. As a

result, more than one decision variable need to be used. Such optimization problems are

difficult to formulate. Therefore, the questions that should be asked before trying to bid

on this approach are: Is it worth it? Will the CRN performance or amount of transmit-

ted packets gain a huge boost? and are the benefits of such approach worth the costs?

As discussed earlier, according to Figure 5.8, the scheduler tends to keep SUs in their

assigned sub-channels for approximately 81% of the time. This is due to the fact that

the cost required to switch sub-channels is bandwidth waste. Hence, SUs are mainly

scheduled to new sub-channels whenever the channel that they are using becomes busy,
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Table 6.1: Simulation parameters for the interleave scheduling algorithm simulations.

Variable Value

T 3 ms
B 5 bands
L 3 sub-channels per band
S 20 SUs
γ̄ 15 dB
m 1
PERo 0.0001
K 5 channel modes
fd 50 Hz
W 6 MHz
tsen 0.5 ms
tc 0.5 ms
vsw 0.1 ms/MHz
Rb 2 Mbps
Lp 1080 bits

SU becomes inactive, or when the channel mode gets low and other SUs have a better

claim to the sub-channel. As a consequence, implementing such complicated optimized

scheduling algorithm is inefficient. Moreover, the complexity of such problems is NP,

if not NP-hard. Therefore, it is impractical and inefficient to solve such optimization

problem in real-time. In such situations, greedy or heuristic algorithms, similar to the

interleave algorithm discussed above, are used.

6.3. Performance Analysis and Discussion

In this section, the simulation results of the proposed interleave scheduling al-

gorithm are demonstrated. Simulation parameters are illustrated in Table 6.1. Similar to

previous simulations, the performance results are found using Monte-Carlo simulations

over the duration of 100,000 time-slots, and MATLAB is the program used to perform

the simulations. The performance of the interleave scheduling algorithm is compared

to the performance of benchmark scheduling algorithm. The performance metrics are

the total number of transmitted packets every time-slot and switching delay. Differ-

ent traffic intensities for each SU can be assumed, but, for the sake of simplicity, the

SUs activities are assumed to be equal and SU activities are set to πSU
active = 80%. Five
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Figure 6.4: A simulation sample to illustrates the number of scheduled SUs in the CRN
using the benchmark algorithm and the interleave algorithm over some time-slots.

PUs are licensed to five different channels. The PU activity of all channels are also

set to be equal and they are set to high activity rate π
pu
active = 40% where PUs activities

are: 40%, 40%, 40%, 40%, and 40%, and five probability transition matrices are found

accordingly.

First, the number of scheduled SUs is investigated. Recall that one of the great

advantages of this scheduling algorithm is that the number of scheduled SUs is not

bounded by number of available sub-channels. Figure 6.4 illustrates a sample of the

number of scheduled SUs over some time-slots. From Figure 6.4, it can be seen that

the number of scheduled SUs in the benchmark algorithm is always bounded by num-

ber of available sub-channels. Since the available sub-channels depend on activities of

PUs, then, as the PUs activity increases, the average number of available sub-channels

decreases. The average number of scheduled SUs in the benchmark algorithm is ap-

proximately 8.9972 and it is indicated in Figure 6.4 by the gray line. Additionally,

the maximum number of scheduled SUs is 15 SUs, where such cases occur if all sub-

channels are available and more than or exactly 15 SUs are active. However, in the

interleaves scheduling algorithm case, the number of scheduled SUs is not bounded

by number of available sub-channels as shown in Figure 6.4. The maximum number

of scheduled SUs can approach up to double the number of available channels. Thus,
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Figure 6.5: Average number of scheduled SUs in the CRN using the benchmark and
interleave algorithms as functions of the number of SUs in CRN.

Figure 6.6: Average number of scheduled SUs in the CRN using the benchmark and
interleave algorithms as functions of number of SUs in CRN for different PUs activities.
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allowing more SUs to utilize the spectrum. The maximum number of scheduled SUs,

in this simulation case, can reach up to 30 SUs. Additionally, the average number of

scheduled SUs in the interleave scheduling algorithm is approximately 12.1206 which

also depends on the availability of sub-channels or activity of PUs and it is indicated in

Figure 6.4 by the green line. The number of scheduled SUs in the benchmark algorithm

is calculated by:

Ssch,Ben
n =

S

∑
s=1

Xn(s), (6.8)

where Xn(s) is the decision variable of whether SU s is scheduled or not. On the other

hand, the number of scheduled SUs in the interleave scheduling algorithm is calculated

by:

Ssch,Int
n =

S

∑
s=1

Xn(s)+
S

∑
s=1

X Int
n (s), (6.9)

where X Int
n (s) is the decision variable of the second interleave phase in the interleave

scheduling algorithm. Figure 6.5 illustrates the number of scheduled SUs in both al-

gorithms. As shown in Figure 6.5, the number of scheduled SUs in the benchmark

scheduling algorithm is fixed and does not show any dependency on the number of SUs

in the CRN. On the other hand, the number of scheduled SUs in the interleave schedul-

ing algorithm increases as the number of SUs in CRN increases. This relation is ex-

plained by the fact that, as the number of SUs in the CRN increases, then the chances of

SUs being candidates for the second interleave scheduling phase increases too. Hence-

forth, more SUs will be scheduled and have the chance to utilize the spectrum. Such

growth is logarithmic in nature and such diminishing effect happens due to the lim-

ited spectrum and system resources. As a result, the average number of scheduled SUs

will eventually reach a stationary value as the number of SUs grows in the CRN. Such

stationary value depends mainly on the PU activity as illustrated in Figure 6.6. PU activ-

ities used in the simulations in Figure 6.6 are:PUactivity
low = {10%,10%,10%,10%,10%},

PUactivity
medium = {20%,25%,30%,35%,40%}, and PUactivity

high = {40%,40%,40%,40%,40%}.

Figure 6.6 shows that as the PU activity decreases, the stationary value of the number

of scheduled SUs increases. This stationary value is bounded by 0≤ Ssch
n ≤ 2LB where

Ssch
n → 0 as πPU

active → 100% and Ssch
n → 2LB as πPU

active → 0%. However, such cases

are unrealistic because if πPU
active→ 100%, then there is no need to use CRN in the first
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Figure 6.7: The number of transmitted packets every time-slot in the CRN using the
benchmark and interleave algorithms as functions of the number of SUs in the CRN.

place, and if πPU
active → 0%, then it might be better to use FSA to subscribers that can

efficiently use the spectrum. The stationary value of the number of scheduled SUs does

not depend on channel quality because the scheduling process mainly depends on the

number of available sub-channels and the number of SUs in CRN, where the number of

SUs in the CRN is correlated to the SU activity.

Moving forward, the amount of transmitted packets in the CRN is investigated.

The number of transmitted packets in the CRN depends on a lot of factors and this value

is calculated in the benchmark scheduling algorithm using Equations #5.16 and #5.17.

Yet, in the interleave scheduling algorithm, it is found using:

ϒn =
BL

∑
j=1

S

∑
s=1

Xn( j,s)Rn( j,s)+
BL

∑
j=1

S

∑
s=1

X Int
n ( j,s)Řn( j,s), (6.10)
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Figure 6.8: The increase percentage in the number of transmitted packets in the inter-
leave scheduling algorithm compared to the benchmark scheduling algorithm as func-
tions of the number of SUs in the CRN.

where Řn( j,s) is the amount of transmitted packets by SU s on sub-channel j at time-

slot n during the interleave phase and it is calculated:

Ř j,s
n = un( j)en(s)cn( j,s)

(
Rb

Lp

)
t̃tr
n ( j,s). (6.11)

Figure 6.7 illustrates the amount of transmitted packets in the CRN for both scheduling

algorithms. The scheduling is done every time-slot. In general, the amount of transmit-

ted packets increases, in both algorithms, as the number of SUs in the CRN increases.

This is explained by the fact that, as the number of SUs increases, then more SUs will

have the chance to transmit. However, such increase is logarithmic and that’s due to

the limited resources in the network. As shown Figure 6.7, the proposed interleave

scheduling algorithm allows for more packets to be transmitted. This can be easily ex-

plained since the interleave scheduling algorithm consists of the benchmark scheduling

algorithm and additional interleave phase to utilize the switching delay. Thus, the sec-

ond phase is what made the difference, as it allowed for more active and unscheduled
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Figure 6.9: The number of transmitted packets per SU using the benchmark and inter-
leave algorithms as functions of the number of SUs in the CRN.

SUs to transmit and utilize the spectrum. To study the increase in the amount of trans-

mitted packets between the two algorithms, the increase percentage of the number of

transmitted packets is:

%increase =

∣∣∣ϒInterleave
n −ϒBenchmark

n

∣∣∣
ϒBenchmark

n
×100%. (6.12)

Figure 6.8 illustrates the percentage increase in the number of transmitted packets and

it shows that the interleave scheduling algorithm provides better performance compared

to the benchmark algorithm. Such increase grows as number of the SUs increases and

it is logarithmic in nature. The maximum increase percentage is approximately 4.5%

and such value also depends on other factors such as: Doppler frequency and PU activ-

ity. The amount of transmitted packets per SU is also investigated in Figure 6.9. The
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number of transmitted packets from each SU in the CRN is calculated using:

ρ
Benchamrk
n =

BL

∑
j=1

Xn( j,s)un( j)en(s)cn( j,s)

(
Rb

Lp

)
ttr
n ( j,s), s ∈ S, (6.13)

for the benchmark scheduling algorithm, and:

ρ
Interleave
n =

BL

∑
j=1

Xn( j,s)un( j)en(s)cn( j,s)

(
Rb

Lp

)
ttr
n

+
BL

∑
j=1

X Int
n ( j,s)un( j)en(s)cn( j,s)

(
Rb

Lp

)
t̃tr
n ( j,s),

s ∈ S,

(6.14)

for the interleave scheduling algorithm. The average amount of transmitted packets of

each SU is found by taking the mean of both ρBenchamrk
n and ρ Interleave

n in respect to all

SUs. As illustrated in Figure 6.9, the amount of transmitted packets per SU decreases

as the number of SUs in the CRN increases. This can be explained by the fact that, in

limited resources network, each SU will have fewer resources as the number of SUs

in the CRN increase. Additionally, it can also be seen that the amount of transmitted

packets of each SU in the interleave scheduling algorithm is greater compared to the

benchmark scheduling algorithm. In other words, by using the interleave scheduling

algorithm, the amount of transmitted packets of each SU will not be compromised when

the number of SUs increases in the CRN.

Moving on, the switching time occurring in the CRN is found as follow:

τ
Ben
n =

S

∑
s=1

Xn(s)tsw
n (s), (6.15)

for the benchmark scheduling algorithm, and:

τ
Int
n =

S

∑
s=1

Xn(s)tsw
n (s)+

S

∑
s=1

X Int
n (s)t̃sw

n (s), (6.16)

for the interleave scheduling algorithm. Since more SUs are allowed to transmit during

switching delay of first phase, there will be a slight chance that a SU switches its chan-
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nel to seize such opportunities, thus causing more switching delay to occur. Therefore,

the switching delay of the SUs in the CRN does not fairly represent how the interleave

scheduling algorithm minimizes the effect of switching delay. As a result, a new per-

formance measure is introduced. This new performance metric is called the effective

switching time. Such metric represents the time that is actually wasted and not utilized

during the switching phase and it is found using:

τ̃
E f f
n =

(
S

∑
s=1

Xn(s)tsw
n (s)+

S

∑
s=1

X Int
n (s)t̃sw

n (s)

)
−

S

∑
s=1

X Int
n (s)t̃tr

n (s). (6.17)

The above equation simply states that the underutilized switching delay is the transmis-

sion time of the second interleave phase subtracted from the switching delay of the first

phase. In other words, the time that is being utilized during the second phase subtracted

from the underutilized time of the switching delay. By doing so, we can capture the

actual wasted switching delay. Figure 6.10 illustrates all the above switching delays

in the CRN when both the benchmark and interleave algorithms are used. As illus-

trated, in general, the switching delay in the CRN decreases as the number of SUs in

the CRN increases. This occurs because more SUs means that not all SUs will have the

chance to transmit. This is due to the limited resources of the CRN. In addition, it can

also be seen that the total switching delay occurring in the CRN, when the proposed

interleave algorithm is used, is greater than the switching delay when the benchmark

scheduling algorithm is employed. However, as mentioned earlier, to be able to utilize

the switching delay of the first phase in the interleave scheduling algorithm, the SUs

need to sometimes reallocate and switch their sub-channels to capture such transmis-

sion opportunities, hence resulting in a more switching delay. Thus, the switching delay

is not sufficient to fairy show how the interleave algorithm reduces the switching delay

effect. As a result, effective switching delay is used. As mentioned above, the effective

switching delay captures the wasted time during switching delay of the first stage in

the interleave algorithm. As demonstrated in Figure 6.10, the actual underutilized and

wasted switching time is represented with effective switching delay blue curve. This

shows that the interleave scheduling algorithm did actually reduce the effect of switch-

ing delay which allowed for less wasted bandwidth.
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Figure 6.10: Average switching delays in the CRN using the benchmark and interleave
algorithms as functions of the number of SUs in the CRN.
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Chapter 7: Conclusion and Future Work

In this thesis, two dynamic spectrum scheduling and management techniques

were proposed. The aim of these scheduling techniques is to maximize the total amount

of transmitted information in the CRN while reducing the effect of switching delay. Af-

ter modeling the system and the CRN, both scheduling algorithms are modeled and

formulated. Monte-Carlo simulations were carried to study the behavior of the de-

signed schedulers based on varying network’s parameters. Afterward, a comparison be-

tween these scheduling algorithms and a benchmark scheduling algorithm was carried

out based on the total amount of transmitted packets in the CRN and switching delay

in the CRN. In addition, different performance metrics are also used to demonstrates

the advantages on each scheduling technique. Moreover, the behavior of the designed

schedulers under different scenarios and traffic loads are also investigated. From the

simulation results, both of the implemented schedulers delivered a higher amount of

transmitted packets compared to the benchmark scheduling algorithms and both sched-

ulers were able to reduce the effect of switching delay.

The first algorithm is an opportunistic scheduling algorithm where scheduling

is done every multiple time-slots. The scheduler, which was first proposed to reduce

scheduling delay effect with a heuristic algorithm, was improve and modeled to re-

duce the effect both the scheduling and switching delays. Moreover, the scheduling

process was done using an optimization algorithm and not a greedy algorithm as in pre-

vious work. The opportunistic scheduler showed better performance compared to the

benchmark scheduling algorithm where the scheduling problem is done every time-slot.

Additionally, the scheduler was able to deliver a higher amount of transmitted packets.

Moreover, the scheduler was able to reduce the effect of both switching and scheduling

delays.

On the other hand, the second scheduler is the interleave scheduling algorithm.

The interleave scheduling algorithm was proposed in this thesis to minimize the switch-

ing delay by allowing other SUs to utilize it. The proposed algorithm allowed for more

packets to be transmitted, reduced effect of switching delay, and allowed more SUs to

utilize the spectrum. Moreover, the proposed scheduler has the same complexity as the
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benchmark scheduling algorithm and scheduling is done every time-slot. As expected,

it was observed that the interleave scheduler delivered a higher amount of packets by

reducing the wasted bandwidth caused by switching delay, and allowed for more SUs

to be scheduled.

Future work will include:

1. Developing a scheduler that takes into account other objective functions during

the scheduling process such as: reducing the interference to other PUs and other

SUs, ensuring fairness among CRN nodes, maintaining QoS requirement of dif-

ferent SUs traffic types, reducing end-to-end delay, and minimizing the SUs en-

ergy consumption.

2. Developing a more realistic model of SUs by including buffers for each SU and

study the loss of each SU in terms of dropping probability and blocking probabil-

ity.

3. Adding a more application specific SUs such as: VoIP or video streaming SUs,

to the model.

4. Including the effect of imperfect sensing and study the effect of misdetection and

false alarm probabilities on scheduler and CRN performance metrics.

5. Modifying the scheduling algorithms in this thesis to a distributed Ad-hoc CRN,

and adding routing delay to switching delay effect.
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